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OSNABRÜCK UNIVERSITY

Abstract
School of Human Sciences

Institute of Cognitive Science

Dr. rer. nat.

Digital Assistance for Goal-Setting and Goal Pursuit in Higher Education

by Felix WEBER

This doctoral thesis investigates how data and AI-driven digital assistants can sup-
port university students in goal setting, goal pursuit, and achievement. The first
chapter introduces contextual information about higher education, human-machine
interaction, self-regulated learning, digital study assistants, and constructivism. The
first chapter also clarifies the aims and motivation, states the main research ques-
tions, and concludes with an outlook on the content and structure of the text. In the
second chapter, goals are introduced as a concept in the Cognitive Sciences, ranging
from motor control, human-machine interaction, AI algorithms, planning, games,
navigation, and human motivation. The second chapter also disambiguates the goal
construct from related terms and constructs. The third chapter summarizes two ap-
proaches to measuring goal characteristics that have been taken during the disser-
tation research: An external approach was based on extensive tagging of goals by
six raters, while an internal approach was based on self-assessment with a Likert-
scale questionnaire. The fourth chapter centers around the Hierarchical Goal Systems
(HGS) concept. It starts with a theoretical foundation, including a review of hier-
archical goal structures in the literature, formal and functional definitions of Hi-
erarchical Goal Systems, and potential advantages and disadvantages of such rep-
resentations. The central part of chapter four describes the development process
and a row of formative field studies with a hierarchical goal-setting assistant called
"GoalTrees", publicly available as open-source software under an MIT license. In
the productive database of the field study server, a significant amount of hierarchi-
cal goal system data and goal characteristics scores has been accumulated. Chapter
five outlines how this data can be utilized to reproduce previous findings and in-
crease knowledge about goal types, based on the theoretical concept of Conceptual
Spaces, combined with goal data in goal characteristics space. Clustering in a high-
dimensional conceptual space of goal characteristics can potentially work as a data-
driven, bottom-up process in the proposed approach. Chapter six summarizes the
findings and insights from this line of research on an ontological and epistemological
level, reflects on the applied methods and scientific practice, and concludes with an
outlook on future research and possible next steps. Due to the high interaction costs
for users to answer questionnaires to measure goal characteristics, a reliable predic-
tion procedure for characteristics based on goal formulations in natural language,
for instance, a pre-trained and fine-tuned BERT neural network, could significantly
improve the usability and user experience of GoalTrees in the future.
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Zusammenfassung

Diese Doktorarbeit untersucht, wie daten- und KI-gestriebene digitale Assistenten
Universitätsstudenten bei der Zielsetzung, Zielverfolgung und -erreichung unter-
stützen können. Das erste Kapitel stellt Kontextinformationen zu Hochschulbildung,
Mensch-Maschine-Interaktion, selbstreguliertem Lernen, digitalen Studienassisten-
ten und Konstruktivismus vor. Das erste Kapitel verdeutlicht zudem Ziele und Mo-
tivation, nennt die zentralen Forschungsfragen und schließt mit einem Ausblick auf
Inhalt und Struktur des Textes. Im zweiten Kapitel werden Ziele als Konzept in
den Kognitionswissenschaften eingeführt, welche von Motorik, Mensch-Maschine-
Interaktion, KI-Algorithmen, Planung, Spielen, Navigation und menschlicher Moti-
vation reichen. Das zweite Kapitel grenzt zudem das Ziel-Konstrukt von verwand-
ten Begriffen und Konstrukten ab. Das dritte Kapitel fasst zwei Ansätze zur Mes-
sung von Zielcharakteristika zusammen, die während der Dissertationsforschung
verfolgt wurden: Ein externer Ansatz basierte auf einer ausführlichen Kennzeich-
nung von Zielen durch sechs Rater, während ein interner Ansatz auf einer Selbst-
einschätzung mit einem Fragebogen mit einer Likert-Antwortskala. Das vierte Ka-
pitel dreht sich um das Konzept von Hierarchischen Zielsystemen. Es beginnt mit den
theoretischen Grundlagen, einschließlich einer Literaturrecherche zu hierarchischer
Zielstrukturen, den formalen und funktionalen Definitionen hierarchischer Zielsys-
teme und moeglicher Vor- und Nachteile hierarchischer Repräsentation von Zielsys-
temen. Der zentrale Teil des vierten Kapitels beschreibt den Entwicklungsprozess
und eine Sequenz formativer Feldstudien mit einem digitalen Studienassistenten
auf der Basis hierarchischen Zielsysteme namens „GoalTrees“, der als Open-Source-
Software unter MIT-Lizenz veröffentlicht wurde. In der produktiven Datenbank des
Feldstudienservers wurde eine beträchtliche Menge an hierarchischen Zielsystem-
daten und Zielkennwerten gesammelt. Kapitel fünf skizziert, wie diese Daten ver-
wendet werden können, um frühere Erkenntnisse zu reproduzieren und das Wissen
über Zieltypen zu erweitern, basierend auf dem theoretischen Konzept von Concep-
tual Spaces, kombiniert mit Zieldaten in einem Raum von Zielcharakteristika. Es wird
der Ansatz skizziert, dazu Clustering in einem hochdimensionalen konzeptionellen
Raum von Zielmerkmalen als datengesteuerten Bottom-up-Prozess zu verwenden.
Kapitel sechs fasst die Ergebnisse und Erkenntnisse dieser Forschungsrichtung auf
ontologischer und epistemologischer Ebene zusammen, reflektiert angewandte Me-
thoden und wissenschaftliche Praxis und schließt mit einem Ausblick auf zukünftige
Forschung und mögliche nächste Schritte. Aufgrund der hohen Interaktionskosten
für die Beantwortung von Fragebögen zur Messung von Zielcharakteristika könnte
ein zuverlässiges Vorhersageverfahren für Merkmale auf Basis von Zielformulierun-
gen in natürlicher Sprache, beispielsweise ein vortrainiertes und fein-getunetes neu-
ronales Netz, basierend auf BERT, die Usability und UX von GoalTrees in der Zukunft
deutlich verbessern .



ix

Acknowledgements
The research documented in this doctoral thesis would not have been possible with-
out the support of colleagues, partners, friends, mentors, and beneficial circum-
stances. The Joint Project for Individualization of Studies through Digital, Data-
Driven Assistants, "SIDDATA" formed a temporarily safe material foundation in
the form of funding, provided a significant amount of inspiration from the vision
outlined in the project proposal, and many challenges in the annual software de-
velopment cycles with an interdisciplinary team of experts in Higher Education
Research, Information Systems, Cognitive Science, and Software Development, at
the universities of Bremen, Hannover, and Osnabrück, and the HIS-HE Institute
for Higher Education in Hannover. Especially I would like to thank Tim Brauner,
Kai-Christoph Hamborg, Jeroen van Kempen, Claudia König, Peter König, Kai-Uwe
Kühnberger, Maren Lübcke, Debora Nolte, Yildiary Ogurol, Sebastian Osada, Funda
Seyfeli, Katharina Schurz, and Klaus Wannemacher.

The Federal Ministry of Education and Research (BMBF) sponsored the project
As part of the "Innovation Potentials of Digital Higher Education" funding line.
Thank you for accelerating digitalization and innovation in Germany!

The Institute of Cognitive Science at the Osnabrück University, where I have
spent most of my academic life, offered me a fantastic mix of learning opportunities,
chances to increase my knowledge and skills in group settings, and the great gift of
being part of the CogSci community. The IKW has been a perfect environment for
me to flourish. I have to thank all lecturers who educated me and, of course, all of
the other students and researchers who participated and contributed to my research.
Especially I would like to thank Saskia Bruhn, Dennis Benz, Niklas Dettmer, Georg
Fasching, Mae Grenz, Sarah Jähnichen, Jana Kernos, Chris Stenkamp, Saurabh Ku-
mar, Jueun Lee, Elen Le Foll, Deepak Pathak, Johannes Schrumpf, Marie Sinder-
mann, and Marisa Wodrich.

Much of my dissertation project work has relied on open-source software, such
as, for instance, Stud.IP, d3.js, and various Python libraries. My programming rou-
tines included a lot of online searches with search engines, such as Startpage or
Qwant, which do not exploit users’ personal data for profits as Google and other
evil search engines do. Many of the searches led to Stack Overflow, where answers
to my questions, which most often had been asked by others before me, helped me
to solve my programming tasks. Thanks a lot to the open-source and programming
communities worldwide.

Of course, I have to thank Springer and Elsevier for printing my works for a
bit of funding from taxpayers, who allowed me to read scientific literature for a bit
of funding from taxpayers, and now are so incredibly freehanded to allow me to
publish parts of their literary property in my dissertation. I cannot wait to express
my gratitude through some unsalaried reviews.

I want to thank the wonderful mother of our kids, Silke, who gave me the free-
dom to focus on my research by caring for our adorable and sometimes exhausting
offspring. Sometimes I wonder how she accomplishes managing a Startup, doing
her research, and being a great mother simultaneously.

I am very grateful for the fruitful cooperation with the Rationality Enhancement
Group (REG) at the Max Planck Institute for Intelligent Systems in Tübingen, es-
pecially Gabriela Iwama, Mike Prentice, and Falk Lieder. We wandered in the ad-
venturous realm of goal-setting, and our joint endeavor to empower humans to be-
come their best possible selves was a mission that kept us moving toward our shared
goals.



x

Thanks to Marianne Schneider, who did a final review with the precision of a
Swiss clockmaker.

Last but not least, I want to thank my supervisor Tobias Thelen, not only for
being the mastermind behind the SIDDATA project, among others but also for being
an inspiring example of how to successfully shape digitalization in higher education
and make the most out of 24 hours a day.



xi

Contents

Declaration of Authorship iii

Abstract v

Zusammenfassung viii

Acknowledgements ix

1 Introduction 1
1.1 Humans and Machines in Higher Education . . . . . . . . . . . . . . . 1

1.1.1 Structure of the Introduction . . . . . . . . . . . . . . . . . . . . 1
1.2 Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Future Skills . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Constructivism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.5 Self-Regulated Learning (SRL) . . . . . . . . . . . . . . . . . . . . . . . . 3
1.6 Personal Educational Goals . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.7 Digital Study Assistants (DSA) . . . . . . . . . . . . . . . . . . . . . . . 4
1.8 Goal-Setting Programs in Higher Education . . . . . . . . . . . . . . . . 5

1.8.1 Digital Tools for Goal-Pursuit . . . . . . . . . . . . . . . . . . . . 5
1.8.2 Analog Goal-Setting Programs in Higher Education . . . . . . . 6

1.9 Funding Context: The SIDDATA Project . . . . . . . . . . . . . . . . . . 6
1.10 Aims and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.11 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.12 Results and Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.13 Structure of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 The Goal Concept in the Cognitive Sciences 9
2.1 Goals in Cognitive Science . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 Goals in Psychology . . . . . . . . . . . . . . . . . . . . . . . . . 12
Goals as Drivers towards Organismic Equilibria . . . . . . . . . 12
Goals as Benchmarks in SRL . . . . . . . . . . . . . . . . . . . . 13

2.1.2 Goals in Machines and Artificial Agents . . . . . . . . . . . . . . 14
Cybernetics and Regulatory Loops . . . . . . . . . . . . . . . . . 14
Goal states in Search Spaces . . . . . . . . . . . . . . . . . . . . . 16
Rewards and Error Functions . . . . . . . . . . . . . . . . . . . . 17
Geospatial Navigation . . . . . . . . . . . . . . . . . . . . . . . . 18

2.1.3 Goals as Interface between Humans and Machines . . . . . . . 18
2.1.4 Disambiguation from Similar Terminology . . . . . . . . . . . . 18

Action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Desire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Intention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Milestone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Personal Project . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20



xii

Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Purpose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Standard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Wish . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3 Measuring Goal Characteristics 23
3.1 Introduction to Goal Characteristics . . . . . . . . . . . . . . . . . . . . 23

3.1.1 Goal Setting Theory . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.2 Change of Process-Outcome Focus Over Time . . . . . . . . . . 23
3.1.3 Self-Determination Theory (SDT) . . . . . . . . . . . . . . . . . . 24
3.1.4 Motivation and Self-Regulated Learning . . . . . . . . . . . . . 24
3.1.5 Goal Clari�cation in Higher Education . . . . . . . . . . . . . . 25

3.2 History of Goal Characteristics Assessment . . . . . . . . . . . . . . . . 25
3.3 A Tagset for the External Assessment of Goal Characteristics . . . . . . 28

3.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

Data Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Krippendorff's a as a Metric for Inter-Rater Agreement . . . . . 31
Technical Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Development of the Tagset . . . . . . . . . . . . . . . . . . . . . 33
Private or Professional . . . . . . . . . . . . . . . . . . . . . . . . 33
Career Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Educational Goals . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Social Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Concrete Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Temporal Horizon . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Other Tags . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Inter-Rater Agreement . . . . . . . . . . . . . . . . . . . . . . . . 37
Relative Frequencies . . . . . . . . . . . . . . . . . . . . . . . . . 39
Correlations and Co-occurences . . . . . . . . . . . . . . . . . . 41

3.3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Methodological Considerations . . . . . . . . . . . . . . . . . . . 43

3.4 The Goal Characteristics Questionnaire (GCQ) . . . . . . . . . . . . . . 44
3.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4.2 Subscales and Dimensions . . . . . . . . . . . . . . . . . . . . . . 44

Structural Characteristics Subscale . . . . . . . . . . . . . . . . . 44
Framing Characteristics Subscale . . . . . . . . . . . . . . . . . . 45
Attainability Characteristics Subscale . . . . . . . . . . . . . . . 46
Resources Availability Characteristics Subscale . . . . . . . . . . 47
Interestingness Characteristics Subscale . . . . . . . . . . . . . . 49
Usefulness Characteristics Subscale . . . . . . . . . . . . . . . . 50

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51



xiii

4 Hierarchical Goal Systems 53
4.1 Introduction to Hierarchical Goal Systems . . . . . . . . . . . . . . . . . 53
4.2 Goal Hierarchies in the Cognitive Sciences . . . . . . . . . . . . . . . . 53

4.2.1 Hierarchical Organization of Behavior . . . . . . . . . . . . . . . 53
4.2.2 Hierarchical Planning in Robotics . . . . . . . . . . . . . . . . . 54
4.2.3 Problem-Subproblem Hierarchies in Early AI . . . . . . . . . . . 54
4.2.4 Tree-Shaped Goal Structures . . . . . . . . . . . . . . . . . . . . 54
4.2.5 Goal Hierarchy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2.6 Goal Systems in Recent Motivational Research . . . . . . . . . . 55

4.3 Theoretical Approach: Hierarchical Goal Setting . . . . . . . . . . . . . 55
4.3.1 Hierarchical Goal Systems . . . . . . . . . . . . . . . . . . . . . . 55
4.3.2 Formal De�nition of HGS . . . . . . . . . . . . . . . . . . . . . . 56
4.3.3 Functional De�nition of HGS . . . . . . . . . . . . . . . . . . . . 56
4.3.4 Goal Pursuit as a Navigation through Goal State Space . . . . . 57
4.3.5 Assumed Bene�cial Effects of HGS . . . . . . . . . . . . . . . . . 57

Meaningful Distal Goals and Actionable Goals . . . . . . . . . . 57
Goal Mechanisms on Three Levels . . . . . . . . . . . . . . . . . 58
HGS for Uncovering Goal-Directedness of Behaviors . . . . . . 59

4.4 Practical Approach: The GoalTrees DSA . . . . . . . . . . . . . . . . . . 59
4.4.1 Conceptual Motivation . . . . . . . . . . . . . . . . . . . . . . . 59

Implementation of Locke's and Lathams' Goal Mechanisms . . 59
Self-Regulated Learning . . . . . . . . . . . . . . . . . . . . . . . 60
Self-Monitoring and Meta-cognitive Learning . . . . . . . . . . 60

4.4.2 Functional Requirements De�nition . . . . . . . . . . . . . . . . 60
4.4.3 Paper and Pencil Prestudy . . . . . . . . . . . . . . . . . . . . . . 61
4.4.4 Software Architecture . . . . . . . . . . . . . . . . . . . . . . . . 63
4.4.5 Pilot Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4.6 UX and Usability Studies . . . . . . . . . . . . . . . . . . . . . . 65

Background and Aims . . . . . . . . . . . . . . . . . . . . . . . . 65
Hierarchical Data Visualizations . . . . . . . . . . . . . . . . . . 65
Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.4.7 Visualization Preferences and OCEAN Personality Traits . . . . 70
Background and Aims . . . . . . . . . . . . . . . . . . . . . . . . 70
Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.4.8 Meta-Analyses of Visualization Preferences . . . . . . . . . . . . 72
Background and Aims . . . . . . . . . . . . . . . . . . . . . . . . 72
Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Discussion and Outlook . . . . . . . . . . . . . . . . . . . . . . . 76

4.4.9 Cross-Study Data Analyses of Structural Characteristics . . . . 76
Background and Aims . . . . . . . . . . . . . . . . . . . . . . . . 76
Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.4.10 Priming as Root Goal Elicitation Procedure Candidate . . . . . 84
Background and Aims . . . . . . . . . . . . . . . . . . . . . . . . 84
Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84



xiv

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.4.11 Field Study in the LMS of three Universities with Real Users . . 87
Background and Aims . . . . . . . . . . . . . . . . . . . . . . . . 87
Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.4.12 Field Study on HGS and Goal Characteristics . . . . . . . . . . . 90
Background and Aims . . . . . . . . . . . . . . . . . . . . . . . . 90
Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Preliminary Results . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.5 General Discussion and Outlook . . . . . . . . . . . . . . . . . . . . . . 95
4.5.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.5.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5 Clustering in a Conceptual Space of GCQ Dimensions 97
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.1.1 The Symbol Grounding Problem . . . . . . . . . . . . . . . . . . 98
5.1.2 Conceptual Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 98

Goal Types in Conceptual Spaces . . . . . . . . . . . . . . . . . . 99
5.1.3 Psychometrics in General and Factor Analyses in Particular . . 99
5.1.4 Educational Goals' Characteristics . . . . . . . . . . . . . . . . . 99
5.1.5 Clustering in 32-Dimensional Goal Characteristics Space . . . . 99
5.1.6 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2.1 Analysis Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3.1 Violin Plots for Single Dimensions . . . . . . . . . . . . . . . . . 101
5.3.2 Scatter Plots and Kernel Density Estimation Plots for all GCQ

Dimension Combinations . . . . . . . . . . . . . . . . . . . . . . 102
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6 Summary of Results and Conclusions 105
6.1 Epistemological Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.1.1 How to Measure and Predict Goal Characteristics . . . . . . . . 105
6.1.2 How to Measure Goal Pursuit in Self-Regulated Learning . . . 106
6.1.3 Epistemology of Arti�cial Agents and Digital Study Assistants 106

6.2 Ontological Results: Characteristics of University Students' Goals . . . 106
6.3 Research Questions and Answers . . . . . . . . . . . . . . . . . . . . . . 107
6.4 Methodological Re�ection . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.4.1 FAIR Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.4.2 Generalizability of Results . . . . . . . . . . . . . . . . . . . . . . 109

6.5 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

Bibliography 111

A Goal Characteristics Questionnaire Items 127



xv

B Priming Task Stimuli 139
B.1 Priming Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

B.1.1 Intrinsic condition . . . . . . . . . . . . . . . . . . . . . . . . . . 139
B.1.2 Identi�cation condition . . . . . . . . . . . . . . . . . . . . . . . 139
B.1.3 Introjection condition . . . . . . . . . . . . . . . . . . . . . . . . 139
B.1.4 External condition . . . . . . . . . . . . . . . . . . . . . . . . . . 140
B.1.5 Amotivation condition . . . . . . . . . . . . . . . . . . . . . . . . 140

C Missing Ratings 141

D Tagset Rater Instructions (German) 143
D.1 Grundregeln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
D.2 Oberkategorie "Soziale Ziele" . . . . . . . . . . . . . . . . . . . . . . . . 143
D.3 Oberkategorie "Karriereziele" . . . . . . . . . . . . . . . . . . . . . . . . 144
D.4 Oberkategorie "Bildungsziele" . . . . . . . . . . . . . . . . . . . . . . . . 145
D.5 Oberkategorie "Konkrete Ziele" . . . . . . . . . . . . . . . . . . . . . . . 146
D.6 Oberkategorie "Beru�ich/Privat" . . . . . . . . . . . . . . . . . . . . . . 146
D.7 Oberkategorie "Sonstige Ziele" . . . . . . . . . . . . . . . . . . . . . . . 147

E Tagset Rater Instructions (English) 149
E.1 Basic Rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
E.2 Category "Social Goals" . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
E.3 Category "Career Goals" . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
E.4 Category "Educational Goals" . . . . . . . . . . . . . . . . . . . . . . . . 151
E.5 Category "Concrete Goals" . . . . . . . . . . . . . . . . . . . . . . . . . . 151
E.6 Category "Professional/Private" . . . . . . . . . . . . . . . . . . . . . . 152
E.7 Category "Other Goals" . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

F Correlation and KDE plots 155

G Credit Roles 289





xvii

List of Figures

1.1 Cyclic Model of Self-Regulation with Three Phases. . . . . . . . . . . . 3

2.1 Action Phases as Proposed by Heckhausen. . . . . . . . . . . . . . . . . 13
2.2 Cybernetic Heating System with a Feedback-Control Loop. . . . . . . . 15
2.3 Abstract Feedback-Loop in Goal-Directed Systems. . . . . . . . . . . . 15

3.1 Self-Determination Continuum (SDC). . . . . . . . . . . . . . . . . . . . 24
3.2 Data Acquisition Procedure for Tagset. . . . . . . . . . . . . . . . . . . . 30
3.3 Screenshot from the Web Interface Used for Data Acquisition. . . . . . 32
3.4 The 28 Tags are Grouped into 7 Groups and Metatags. . . . . . . . . . . 33
3.5 Tag Reliabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.6 Relative Tag Frequencies. . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.7 Correlation Matrix for Tags. . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.8 Co-occurrence Unexpectedness Matrix for Tags. . . . . . . . . . . . . . 42
3.9 The Subscales and Dimensions of the GCQ. . . . . . . . . . . . . . . . . 44

4.1 Prototypical HGS Connecting Root-Goals, Sub-Goals, and Actions. . . 58
4.2 The GoalTrees Software Logo. . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3 HGS Life-Cycle and User Interactions. . . . . . . . . . . . . . . . . . . . 61
4.4 Paper Pencil Example HGS with Forbidden Cross-Link. . . . . . . . . . 62
4.5 Web-based Architecture of the GoalTrees Server. . . . . . . . . . . . . . 63
4.6 Pilot study example HGS. . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.7 Sunburst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.8 Treemap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.9 Dendrogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.10 Circlepacking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.11 Deleted Goals Estimation, Indicator of Error-Proneness. . . . . . . . . . 68
4.12 Box-Whiskers of Interactions and Time-on-task Groups. . . . . . . . . . 69
4.13 Box-Whiskers Diagram of SUS and Ranking Groups. . . . . . . . . . . 69
4.14 Preference Ratings and Complexity Scores Across all visualizations. . . 72
4.15 Study Flow of the two Usability Studies. . . . . . . . . . . . . . . . . . . 74
4.16 Descriptive Statistics Aggregated Over Studies. . . . . . . . . . . . . . . 77
4.17 HGS (n=468) Sizes Aggregated Over Studies. . . . . . . . . . . . . . . . 78
4.18 Depths of 2617 Branches from 468 HGS. . . . . . . . . . . . . . . . . . . 79
4.19 Branching from 468 HGS and 1591 Nodes. . . . . . . . . . . . . . . . . . 80
4.20 The Largest HGS Includes 54 Goals. . . . . . . . . . . . . . . . . . . . . 81
4.21 The Second Largest HGS includes 34 Goals. . . . . . . . . . . . . . . . . 82
4.22 The Third Largest HGS Includes 30 Goals. . . . . . . . . . . . . . . . . . 83
4.23 Self-congruence and Vitality Ratings. . . . . . . . . . . . . . . . . . . . . 86
4.24 SIDDATA DSA Architecture . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.25 Screenshot of the SIDDATA DSA and GoalTrees in an Iframe. . . . . . 88
4.26 Procedure Flow of the Goal-Setting Intervention. . . . . . . . . . . . . . 89
4.27 Statistics of Recommender Module Activations in SIDDATA DSA P3. . 89



xviii

4.28 Program Flow of the Online Study . . . . . . . . . . . . . . . . . . . . . 91
4.29 GCQ Score Distributions. . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.30 Goal Characteristics Correlation Heatmap. . . . . . . . . . . . . . . . . 94

5.1 GCQ violin-plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2 Tagset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

F.1 Correlations and KDE for variable Depth matrix 1. . . . . . . . . . . . . 156
F.2 Correlations and KDE for variable Depth matrix 2. . . . . . . . . . . . . 156
F.3 Correlations and KDE for variable Depth matrix 3. . . . . . . . . . . . . 157
F.4 Correlations and KDE for variable Depth matrix 4. . . . . . . . . . . . . 157
F.5 Correlations and KDE for variable Depth matrix 5. . . . . . . . . . . . . 158
F.6 Correlations and KDE for variable Depth matrix 6. . . . . . . . . . . . . 158
F.7 Correlations and KDE for variable Depth matrix 7. . . . . . . . . . . . . 159
F.8 Correlations and KDE for variable Depth matrix 8. . . . . . . . . . . . . 159
F.9 Correlations and KDE for variable Content Speci�city matrix 1. . . . . 160
F.10 Correlations and KDE for variable Content Speci�city matrix 2. . . . . 160
F.11 Correlations and KDE for variable Content Speci�city matrix 3. . . . . 161
F.12 Correlations and KDE for variable Content Speci�city matrix 4. . . . . 161
F.13 Correlations and KDE for variable Content Speci�city matrix 5. . . . . 162
F.14 Correlations and KDE for variable Content Speci�city matrix 6. . . . . 162
F.15 Correlations and KDE for variable Content Speci�city matrix 7. . . . . 163
F.16 Correlations and KDE for variable Content Speci�city matrix 8. . . . . 163
F.17 Correlations and KDE for variable Time Speci�city matrix 1. . . . . . . 164
F.18 Correlations and KDE for variable Time Speci�city matrix 2. . . . . . . 164
F.19 Correlations and KDE for variable Time Speci�city matrix 3. . . . . . . 165
F.20 Correlations and KDE for variable Time Speci�city matrix 4. . . . . . . 165
F.21 Correlations and KDE for variable Time Speci�city matrix 5. . . . . . . 166
F.22 Correlations and KDE for variable Time Speci�city matrix 6. . . . . . . 166
F.23 Correlations and KDE for variable Time Speci�city matrix 7. . . . . . . 167
F.24 Correlations and KDE for variable Time Speci�city matrix 8. . . . . . . 167
F.25 Correlations and KDE for variable Hierarchy - High Level matrix 1. . . 168
F.26 Correlations and KDE for variable Hierarchy - High Level matrix 2. . . 168
F.27 Correlations and KDE for variable Hierarchy - High Level matrix 3. . . 169
F.28 Correlations and KDE for variable Hierarchy - High Level matrix 4. . . 169
F.29 Correlations and KDE for variable Hierarchy - High Level matrix 5. . . 170
F.30 Correlations and KDE for variable Hierarchy - High Level matrix 6. . . 170
F.31 Correlations and KDE for variable Hierarchy - High Level matrix 7. . . 171
F.32 Correlations and KDE for variable Hierarchy - High Level matrix 8. . . 171
F.33 Correlations and KDE for variable Hierarchy - Low Level matrix 1. . . 172
F.34 Correlations and KDE for variable Hierarchy - Low Level matrix 2. . . 172
F.35 Correlations and KDE for variable Hierarchy - Low Level matrix 3. . . 173
F.36 Correlations and KDE for variable Hierarchy - Low Level matrix 4. . . 173
F.37 Correlations and KDE for variable Hierarchy - Low Level matrix 5. . . 174
F.38 Correlations and KDE for variable Hierarchy - Low Level matrix 6. . . 174
F.39 Correlations and KDE for variable Hierarchy - Low Level matrix 7. . . 175
F.40 Correlations and KDE for variable Hierarchy - Low Level matrix 8. . . 175
F.41 Correlations and KDE for variable Network Congruence matrix 1. . . . 176
F.42 Correlations and KDE for variable Network Congruence matrix 2. . . . 176
F.43 Correlations and KDE for variable Network Congruence matrix 3. . . . 177
F.44 Correlations and KDE for variable Network Congruence matrix 4. . . . 177



xix

F.45 Correlations and KDE for variable Network Congruence matrix 5. . . . 178
F.46 Correlations and KDE for variable Network Congruence matrix 6. . . . 178
F.47 Correlations and KDE for variable Network Congruence matrix 7. . . . 179
F.48 Correlations and KDE for variable Network Congruence matrix 8. . . . 179
F.49 Correlations and KDE for variable Measurability matrix 1. . . . . . . . 180
F.50 Correlations and KDE for variable Measurability matrix 2. . . . . . . . 180
F.51 Correlations and KDE for variable Measurability matrix 3. . . . . . . . 181
F.52 Correlations and KDE for variable Measurability matrix 4. . . . . . . . 181
F.53 Correlations and KDE for variable Measurability matrix 5. . . . . . . . 182
F.54 Correlations and KDE for variable Measurability matrix 6. . . . . . . . 182
F.55 Correlations and KDE for variable Measurability matrix 7. . . . . . . . 183
F.56 Correlations and KDE for variable Measurability matrix 8. . . . . . . . 183
F.57 Correlations and KDE for variable Approach Avoidance Framing ma-

trix 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
F.58 Correlations and KDE for variable Approach Avoidance Framing ma-

trix 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
F.59 Correlations and KDE for variable Approach Avoidance Framing ma-

trix 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
F.60 Correlations and KDE for variable Approach Avoidance Framing ma-

trix 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
F.61 Correlations and KDE for variable Approach Avoidance Framing ma-

trix 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
F.62 Correlations and KDE for variable Approach Avoidance Framing ma-

trix 6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
F.63 Correlations and KDE for variable Approach Avoidance Framing ma-

trix 7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
F.64 Correlations and KDE for variable Approach Avoidance Framing ma-

trix 8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
F.65 Correlations and KDE for variable Process Focus matrix 1. . . . . . . . 188
F.66 Correlations and KDE for variable Process Focus matrix 2. . . . . . . . 188
F.67 Correlations and KDE for variable Process Focus matrix 3. . . . . . . . 189
F.68 Correlations and KDE for variable Process Focus matrix 4. . . . . . . . 189
F.69 Correlations and KDE for variable Process Focus matrix 5. . . . . . . . 190
F.70 Correlations and KDE for variable Process Focus matrix 6. . . . . . . . 190
F.71 Correlations and KDE for variable Process Focus matrix 7. . . . . . . . 191
F.72 Correlations and KDE for variable Process Focus matrix 8. . . . . . . . 191
F.73 Correlations and KDE for variable Outcome Focus matrix 1. . . . . . . 192
F.74 Correlations and KDE for variable Outcome Focus matrix 2. . . . . . . 192
F.75 Correlations and KDE for variable Outcome Focus matrix 3. . . . . . . 193
F.76 Correlations and KDE for variable Outcome Focus matrix 4. . . . . . . 193
F.77 Correlations and KDE for variable Outcome Focus matrix 5. . . . . . . 194
F.78 Correlations and KDE for variable Outcome Focus matrix 6. . . . . . . 194
F.79 Correlations and KDE for variable Outcome Focus matrix 7. . . . . . . 195
F.80 Correlations and KDE for variable Outcome Focus matrix 8. . . . . . . 195
F.81 Correlations and KDE for variable Immediate Actionability matrix 1. . 196
F.82 Correlations and KDE for variable Immediate Actionability matrix 2. . 196
F.83 Correlations and KDE for variable Immediate Actionability matrix 3. . 197
F.84 Correlations and KDE for variable Immediate Actionability matrix 4. . 197
F.85 Correlations and KDE for variable Immediate Actionability matrix 5. . 198
F.86 Correlations and KDE for variable Immediate Actionability matrix 6. . 198
F.87 Correlations and KDE for variable Immediate Actionability matrix 7. . 199



xx

F.88 Correlations and KDE for variable Immediate Actionability matrix 8. . 199
F.89 Correlations and KDE for variable Estimated Effort matrix 1. . . . . . . 200
F.90 Correlations and KDE for variable Estimated Effort matrix 2. . . . . . . 200
F.91 Correlations and KDE for variable Estimated Effort matrix 3. . . . . . . 201
F.92 Correlations and KDE for variable Estimated Effort matrix 4. . . . . . . 201
F.93 Correlations and KDE for variable Estimated Effort matrix 5. . . . . . . 202
F.94 Correlations and KDE for variable Estimated Effort matrix 6. . . . . . . 202
F.95 Correlations and KDE for variable Estimated Effort matrix 7. . . . . . . 203
F.96 Correlations and KDE for variable Estimated Effort matrix 8. . . . . . . 203
F.97 Correlations and KDE for variable Plannability matrix 1. . . . . . . . . 204
F.98 Correlations and KDE for variable Plannability matrix 2. . . . . . . . . 204
F.99 Correlations and KDE for variable Plannability matrix 3. . . . . . . . . 205
F.100Correlations and KDE for variable Plannability matrix 4. . . . . . . . . 205
F.101Correlations and KDE for variable Plannability matrix 5. . . . . . . . . 206
F.102Correlations and KDE for variable Plannability matrix 6. . . . . . . . . 206
F.103Correlations and KDE for variable Plannability matrix 7. . . . . . . . . 207
F.104Correlations and KDE for variable Plannability matrix 8. . . . . . . . . 207
F.105Correlations and KDE for variable Controllability matrix 1. . . . . . . . 208
F.106Correlations and KDE for variable Controllability matrix 2. . . . . . . . 208
F.107Correlations and KDE for variable Controllability matrix 3. . . . . . . . 209
F.108Correlations and KDE for variable Controllability matrix 4. . . . . . . . 209
F.109Correlations and KDE for variable Controllability matrix 5. . . . . . . . 210
F.110Correlations and KDE for variable Controllability matrix 6. . . . . . . . 210
F.111Correlations and KDE for variable Controllability matrix 7. . . . . . . . 211
F.112Correlations and KDE for variable Controllability matrix 8. . . . . . . . 211
F.113Correlations and KDE for variable Challenge matrix 1. . . . . . . . . . 212
F.114Correlations and KDE for variable Challenge matrix 2. . . . . . . . . . 212
F.115Correlations and KDE for variable Challenge matrix 3. . . . . . . . . . 213
F.116Correlations and KDE for variable Challenge matrix 4. . . . . . . . . . 213
F.117Correlations and KDE for variable Challenge matrix 5. . . . . . . . . . 214
F.118Correlations and KDE for variable Challenge matrix 6. . . . . . . . . . 214
F.119Correlations and KDE for variable Challenge matrix 7. . . . . . . . . . 215
F.120Correlations and KDE for variable Challenge matrix 8. . . . . . . . . . 215
F.121Correlations and KDE for variable De�ned Subgoals matrix 1. . . . . . 216
F.122Correlations and KDE for variable De�ned Subgoals matrix 2. . . . . . 216
F.123Correlations and KDE for variable De�ned Subgoals matrix 3. . . . . . 217
F.124Correlations and KDE for variable De�ned Subgoals matrix 4. . . . . . 217
F.125Correlations and KDE for variable De�ned Subgoals matrix 5. . . . . . 218
F.126Correlations and KDE for variable De�ned Subgoals matrix 6. . . . . . 218
F.127Correlations and KDE for variable De�ned Subgoals matrix 7. . . . . . 219
F.128Correlations and KDE for variable De�ned Subgoals matrix 8. . . . . . 219
F.129Correlations and KDE for variable Social Support matrix 1. . . . . . . . 220
F.130Correlations and KDE for variable Social Support matrix 2. . . . . . . . 220
F.131Correlations and KDE for variable Social Support matrix 3. . . . . . . . 221
F.132Correlations and KDE for variable Social Support matrix 4. . . . . . . . 221
F.133Correlations and KDE for variable Social Support matrix 5. . . . . . . . 222
F.134Correlations and KDE for variable Social Support matrix 6. . . . . . . . 222
F.135Correlations and KDE for variable Social Support matrix 7. . . . . . . . 223
F.136Correlations and KDE for variable Social Support matrix 8. . . . . . . . 223
F.137Correlations and KDE for variable Informational Support matrix 1. . . 224
F.138Correlations and KDE for variable Informational Support matrix 2. . . 224



xxi

F.139Correlations and KDE for variable Informational Support matrix 3. . . 225
F.140Correlations and KDE for variable Informational Support matrix 4. . . 225
F.141Correlations and KDE for variable Informational Support matrix 5. . . 226
F.142Correlations and KDE for variable Informational Support matrix 6. . . 226
F.143Correlations and KDE for variable Informational Support matrix 7. . . 227
F.144Correlations and KDE for variable Informational Support matrix 8. . . 227
F.145Correlations and KDE for variable Instrumental Support matrix 1. . . . 228
F.146Correlations and KDE for variable Instrumental Support matrix 2. . . . 228
F.147Correlations and KDE for variable Instrumental Support matrix 3. . . . 229
F.148Correlations and KDE for variable Instrumental Support matrix 4. . . . 229
F.149Correlations and KDE for variable Instrumental Support matrix 5. . . . 230
F.150Correlations and KDE for variable Instrumental Support matrix 6. . . . 230
F.151Correlations and KDE for variable Instrumental Support matrix 7. . . . 231
F.152Correlations and KDE for variable Instrumental Support matrix 8. . . . 231
F.153Correlations and KDE for variable Financial Affordance matrix 1. . . . 232
F.154Correlations and KDE for variable Financial Affordance matrix 2. . . . 232
F.155Correlations and KDE for variable Financial Affordance matrix 3. . . . 233
F.156Correlations and KDE for variable Financial Affordance matrix 4. . . . 233
F.157Correlations and KDE for variable Financial Affordance matrix 5. . . . 234
F.158Correlations and KDE for variable Financial Affordance matrix 6. . . . 234
F.159Correlations and KDE for variable Financial Affordance matrix 7. . . . 235
F.160Correlations and KDE for variable Financial Affordance matrix 8. . . . 235
F.161Correlations and KDE for variable Visibility matrix 1. . . . . . . . . . . 236
F.162Correlations and KDE for variable Visibility matrix 2. . . . . . . . . . . 236
F.163Correlations and KDE for variable Visibility matrix 3. . . . . . . . . . . 237
F.164Correlations and KDE for variable Visibility matrix 4. . . . . . . . . . . 237
F.165Correlations and KDE for variable Visibility matrix 5. . . . . . . . . . . 238
F.166Correlations and KDE for variable Visibility matrix 6. . . . . . . . . . . 238
F.167Correlations and KDE for variable Visibility matrix 7. . . . . . . . . . . 239
F.168Correlations and KDE for variable Visibility matrix 8. . . . . . . . . . . 239
F.169Correlations and KDE for variable Time Availability matrix 1. . . . . . 240
F.170Correlations and KDE for variable Time Availability matrix 2. . . . . . 240
F.171Correlations and KDE for variable Time Availability matrix 3. . . . . . 241
F.172Correlations and KDE for variable Time Availability matrix 4. . . . . . 241
F.173Correlations and KDE for variable Time Availability matrix 5. . . . . . 242
F.174Correlations and KDE for variable Time Availability matrix 6. . . . . . 242
F.175Correlations and KDE for variable Time Availability matrix 7. . . . . . 243
F.176Correlations and KDE for variable Time Availability matrix 8. . . . . . 243
F.177Correlations and KDE for variable Competence Adequacy matrix 1. . . 244
F.178Correlations and KDE for variable Competence Adequacy matrix 2. . . 244
F.179Correlations and KDE for variable Competence Adequacy matrix 3. . . 245
F.180Correlations and KDE for variable Competence Adequacy matrix 4. . . 245
F.181Correlations and KDE for variable Competence Adequacy matrix 5. . . 246
F.182Correlations and KDE for variable Competence Adequacy matrix 6. . . 246
F.183Correlations and KDE for variable Competence Adequacy matrix 7. . . 247
F.184Correlations and KDE for variable Competence Adequacy matrix 8. . . 247
F.185Correlations and KDE for variable Self-Congruence matrix 1. . . . . . . 248
F.186Correlations and KDE for variable Self-Congruence matrix 2. . . . . . . 248
F.187Correlations and KDE for variable Self-Congruence matrix 3. . . . . . . 249
F.188Correlations and KDE for variable Self-Congruence matrix 4. . . . . . . 249
F.189Correlations and KDE for variable Self-Congruence matrix 5. . . . . . . 250



xxii

F.190Correlations and KDE for variable Self-Congruence matrix 6. . . . . . . 250
F.191Correlations and KDE for variable Self-Congruence matrix 7. . . . . . . 251
F.192Correlations and KDE for variable Self-Congruence matrix 8. . . . . . . 251
F.193Correlations and KDE for variable Value Congruence matrix 1. . . . . . 252
F.194Correlations and KDE for variable Value Congruence matrix 2. . . . . . 252
F.195Correlations and KDE for variable Value Congruence matrix 3. . . . . . 253
F.196Correlations and KDE for variable Value Congruence matrix 4. . . . . . 253
F.197Correlations and KDE for variable Value Congruence matrix 5. . . . . . 254
F.198Correlations and KDE for variable Value Congruence matrix 6. . . . . . 254
F.199Correlations and KDE for variable Value Congruence matrix 7. . . . . . 255
F.200Correlations and KDE for variable Value Congruence matrix 8. . . . . . 255
F.201Correlations and KDE for variable Importance matrix 1. . . . . . . . . . 256
F.202Correlations and KDE for variable Importance matrix 2. . . . . . . . . . 256
F.203Correlations and KDE for variable Importance matrix 3. . . . . . . . . . 257
F.204Correlations and KDE for variable Importance matrix 4. . . . . . . . . . 257
F.205Correlations and KDE for variable Importance matrix 5. . . . . . . . . . 258
F.206Correlations and KDE for variable Importance matrix 6. . . . . . . . . . 258
F.207Correlations and KDE for variable Importance matrix 7. . . . . . . . . . 259
F.208Correlations and KDE for variable Importance matrix 8. . . . . . . . . . 259
F.209Correlations and KDE for variable Awareness matrix 1. . . . . . . . . . 260
F.210Correlations and KDE for variable Awareness matrix 2. . . . . . . . . . 260
F.211Correlations and KDE for variable Awareness matrix 3. . . . . . . . . . 261
F.212Correlations and KDE for variable Awareness matrix 4. . . . . . . . . . 261
F.213Correlations and KDE for variable Awareness matrix 5. . . . . . . . . . 262
F.214Correlations and KDE for variable Awareness matrix 6. . . . . . . . . . 262
F.215Correlations and KDE for variable Awareness matrix 7. . . . . . . . . . 263
F.216Correlations and KDE for variable Awareness matrix 8. . . . . . . . . . 263
F.217Correlations and KDE for variable Vitality matrix 1. . . . . . . . . . . . 264
F.218Correlations and KDE for variable Vitality matrix 2. . . . . . . . . . . . 264
F.219Correlations and KDE for variable Vitality matrix 3. . . . . . . . . . . . 265
F.220Correlations and KDE for variable Vitality matrix 4. . . . . . . . . . . . 265
F.221Correlations and KDE for variable Vitality matrix 5. . . . . . . . . . . . 266
F.222Correlations and KDE for variable Vitality matrix 6. . . . . . . . . . . . 266
F.223Correlations and KDE for variable Vitality matrix 7. . . . . . . . . . . . 267
F.224Correlations and KDE for variable Vitality matrix 8. . . . . . . . . . . . 267
F.225Correlations and KDE for variable Long-Term Utility matrix 1. . . . . . 268
F.226Correlations and KDE for variable Long-Term Utility matrix 2. . . . . . 268
F.227Correlations and KDE for variable Long-Term Utility matrix 3. . . . . . 269
F.228Correlations and KDE for variable Long-Term Utility matrix 4. . . . . . 269
F.229Correlations and KDE for variable Long-Term Utility matrix 5. . . . . . 270
F.230Correlations and KDE for variable Long-Term Utility matrix 6. . . . . . 270
F.231Correlations and KDE for variable Long-Term Utility matrix 7. . . . . . 271
F.232Correlations and KDE for variable Long-Term Utility matrix 8. . . . . . 271
F.233Correlations and KDE for variable Short-Term Utility matrix 1. . . . . . 272
F.234Correlations and KDE for variable Short-Term Utility matrix 2. . . . . . 272
F.235Correlations and KDE for variable Short-Term Utility matrix 3. . . . . . 273
F.236Correlations and KDE for variable Short-Term Utility matrix 4. . . . . . 273
F.237Correlations and KDE for variable Short-Term Utility matrix 5. . . . . . 274
F.238Correlations and KDE for variable Short-Term Utility matrix 6. . . . . . 274
F.239Correlations and KDE for variable Short-Term Utility matrix 7. . . . . . 275
F.240Correlations and KDE for variable Short-Term Utility matrix 8. . . . . . 275



xxiii

F.241Correlations and KDE for variable Relative Utility matrix 1. . . . . . . 276
F.242Correlations and KDE for variable Relative Utility matrix 2. . . . . . . 276
F.243Correlations and KDE for variable Relative Utility matrix 3. . . . . . . 277
F.244Correlations and KDE for variable Relative Utility matrix 4. . . . . . . 277
F.245Correlations and KDE for variable Relative Utility matrix 5. . . . . . . 278
F.246Correlations and KDE for variable Relative Utility matrix 6. . . . . . . 278
F.247Correlations and KDE for variable Relative Utility matrix 7. . . . . . . 279
F.248Correlations and KDE for variable Relative Utility matrix 8. . . . . . . 279
F.249Correlations and KDE for variable Self- Improvement Utility matrix 1. 280
F.250Correlations and KDE for variable Self- Improvement Utility matrix 2. 280
F.251Correlations and KDE for variable Self- Improvement Utility matrix 3. 281
F.252Correlations and KDE for variable Self- Improvement Utility matrix 4. 281
F.253Correlations and KDE for variable Self- Improvement Utility matrix 5. 282
F.254Correlations and KDE for variable Self- Improvement Utility matrix 6. 282
F.255Correlations and KDE for variable Self- Improvement Utility matrix 7. 283
F.256Correlations and KDE for variable Self- Improvement Utility matrix 8. 283
F.257Correlations and KDE for variable Negative Utility matrix 1. . . . . . . 284
F.258Correlations and KDE for variable Negative Utility matrix 2. . . . . . . 284
F.259Correlations and KDE for variable Negative Utility matrix 3. . . . . . . 285
F.260Correlations and KDE for variable Negative Utility matrix 4. . . . . . . 285
F.261Correlations and KDE for variable Negative Utility matrix 5. . . . . . . 286
F.262Correlations and KDE for variable Negative Utility matrix 6. . . . . . . 286
F.263Correlations and KDE for variable Negative Utility matrix 7. . . . . . . 287
F.264Correlations and KDE for variable Negative Utility matrix 8. . . . . . . 287





xxv

List of Tables

1.1 Exemplary Digital Tools with Goal-Setting Functions. . . . . . . . . . . 6

4.1 Values, Goals, and Actions: Abstraction Levels, Content, and Time
Scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2 Descriptive Statistics of the Ranking Data (Rank 1 to Rank 4). . . . . . . 75
4.3 Nemenyi Post-Hoc Test. . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.4 Ten Participants Completed the Intervention and Created at Least one

HGS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90





xxvii

Listings

4.1 Recursive function to de�ne a HGS. . . . . . . . . . . . . . . . . . . . . 56
4.2 How to complete an HGS with any leaf node traversal. . . . . . . . . . 57





xxix

List of Abbreviations

AI Arti�cial Intelligence
ANOVA Analysis of Variance
APA American Psychological Association
API Application Programming Interface
BERT Bidirectional Encoder Representations from Transformers
CD Critical Distance
CMS Campus Management System
CS Conceptual Space
CSF Conceptual Spaces Framework
CSS Cascading Style Sheets
DB Database
DBSCAN Density-Based Spatial Clustering of Applications with Noise
DFN Deutsches Forschungsnetz
DSA Digital Study Assistant
D3.js Data-Driven-Documents JavaScript Library
edSMA Educational Social Media Application
FAIR Findability, Accessibility, Interoperability, and Reusability
GAMMA General Approach, Attainment, Maintenance, and Avoidance Motivation Scale
GC Goal Characteristics
GCQ Goal Characteristics Questionnaire
GDPR General Data Protection Regulations
GUI Graphical User Interface
GST Goal-Setting Theory
HCI Human-Computer Interaction
HGS Hierarchical Goal System
HTN Hierarchical Task Networks
HTML Hypertext Markup Language
HTTP Hypertext Transfer Protocol
HTTPS Hypertext Transfer Protocol Secure
IKW Institut für Kognitionswissenschaft
IP Internet Protocol Adress
IQR Interquartile Range
ISO International Organization for Standardization
JSON JavaScript Object Notation
KDE Kernel Density Estimation
LT Logic Theorist
LUH Leibniz University Hannover
LMS Learning Management System
MAC Media Access Control
MAD Median Absolute Deviation
MD Median
MDS Multidimensional Scaling



xxx

MIT Massachusetts Institute of Technology
ML Machine Learning
MPI Max-Planck-Institut
MR Median Rank
NGO Non-Governmental Organization
NLP Natural Language Processing
OCEAN Openness to Experience, Conscientiousness, Extroversion, Agreeableness, Neuroticism
ORM Object-Relational Mapping
PCA Principal Component Analysis
PCoA Principal Coordinates Analysis
PHP Personal Homepage Scripting Language
PPA Personal Projects Analysis
PSM Public Service Motivation
PLOC Perceived Locus of Causality
RAC Relative Autonomy Continuum
RAI Relative Autonomy Index
REG Rationality Enhancement Group
REST Representational State Transfer
RZ Rechenzentrum
SD Standard Deviation
SDC Self-Determination Continuum
SDT Self-Determination Theory
SGP Symbol Grounding Problem
SRL Self-Regulated Learning
SMART Smart, Measurable, Achievable, Realistic, Time-Bound
SQL Standardized Query Language
SSL Secure Sockets Layer
SUS System Usability Scale
SWB Subjective Well-Being
TLS Transport Layer Security
UB University Bremen
UI User Interface
UOS University Osnabrück
URL Uniform Resource Locator
UX User Experience
WOOP Wish, Outcome, Obstacle, Plan



xxxi

List of Symbols

a Krippendorffś a
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Chapter 1

Introduction

This chapter has partially been published in “Goal Trees as Structuring Element in a Digital
Data-Driven Study Assistant” (Weber, 2019).

1.1 Humans and Machines in Higher Education

Higher Education at the beginning of the 21st century, as almost any other area of hu-
man life, is strongly determined by digitalization, automatization, and dependence
on technology. It is hard to imagine that an individual, who, for whatever reason,
maybe subjective beliefs or the like, rejects the use of electronic tools, could achieve
any university degree today. The bene�ts of the constantly increasing symbiosis
between humans and assistive technologies can be found in ef�ciency and effectiv-
ity gains, in augmentation of human abilities in terms of data processing capacity,
speed, and precision, and almost unlimited communication channels connecting hu-
mans over distances and time. For instance, a computer can ef�ciently process mil-
lions of database entries to match a prede�ned sub-string, check the spelling and
grammar of books within seconds, with a precision that outperforms any human,
or connect a set of humans at different locations on the planet, with virtual real-
ity glasses in three-dimensional virtual reality, including sound. The computer, in
forms ranging from servers to smartwatches, has become the universal information
processing tool of humankind and has assimilated all types of data storage media
and communication media, from books, letters, movies, and DVDs, to telephones,
fax machines, radio, to television; almost everything is stored on or communicated
between computers, today. Therefore, the computer is a perfect multimedia player
and universal communication device.

For educational purposes, the author identi�es at least the following three central
functions:

• They make learning content available in the form of media.

• They connect learners with educational institutions, learning partners, learn-
ing groups, and educators.

• Learners can use them for self-regulation and self-organization.

1.1.1 Structure of the Introduction

In this introductory chapter, conceptual knowledge related to Higher Education, Ar-
ti�cial Intelligence (AI), and Human-Computer-Interaction (HCI) is provided. The
chapter clari�es education-related concepts, such as Future Skills, Constructivism,
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Personal Educational Goals, and Self-Regulated Learning (SRL), as well as technology-
related concepts, such asweak and strong Arti�cial Intelligence, and the central concept
of Digital Study Assistants (DSA).

1.2 Arti�cial Intelligence

Arti�cial intelligence, or AI refers to the �eld of computer science dedicated to creat-
ing intelligent machines capable of simulating human cognitive processes and per-
forming tasks that typically require human intelligence. AI can be broadly catego-
rized into strong AI and weak AI (Russell and Norvig, 2021, p. 1032). Strong AI,
also known as general AI, aims to develop machines that possess human-level in-
telligence across various domains and can perform tasks as pro�ciently as humans
(Russell and Norvig, 2021, p. 1032).Weak AI, on the other hand, focuses on building
systems that are designed for speci�c tasks without possessing human-like general
intelligence (Russell and Norvig, 2021, p. 1032). Examples ofweak AIinclude voice
assistants like Siri 1 and Alexa2, which can understand and respond to speci�c user
commands but lack comprehensive understanding or consciousness. AI's relevance
in higher education lies in its potential to revolutionize teaching and learning pro-
cesses, personalize education, automate administrative tasks, and enhance student
services, ultimately transforming the educational landscape. The research in this
doctoral thesis aims to develop a digital assistant with weak AI for the speci�c do-
main of educational goal pursuit in higher education.

1.3 Future Skills

In the book Future Skills - The future of learning and higher education, the author Ehlers
de�nes "future skills" "the ability of individuals to act in future highly emerging con-
texts" (Ehlers, 2020, p.XI). As future skills relate to the learners and their individual
development, Ehlers identi�es autonomy, self-initiative, self-management, need or
motivation for achievement, personal agility, autonomous learning competence, and
self-ef�cacy as crucial. The authors predict a change in higher education toward ac-
tive learning and autonomy and a trend toward personalized curricula. Such learn-
ing conditions challenge the learner to set individual learning goals, maintain and
pursue them, and self-regulate their behavior based on success or failure in goal
achievement. Given the set of crucial future skills, constructivism, a perspective on
learning that has been around for decades, seems highly relevant today.

1.4 Constructivism

Constructivism is an established conceptualization of learning, which shares a set of
aspects with future skills. Loyens and Gijbels (Loyens and Gijbels, 2008) state the core
assumption of constructivism: Knowledge is constructed by an active learner. They
further characterize the process of knowledge generation as "active sense-making
and knowledge construction" (Gijbels and Loyens, 2009). We assume that personal
interest and commitment to an education goal form a more solid foundation for ac-
tive sense-making and knowledge construction than a commitment by curricular

1A virtual assistant that Apple integrated into iOS, which can be controlled by speech.
2A virtual assistant owned by Amazon, which is controlled by speech.
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obligations. Personal interest and commitment cannot be prescribed but must origi-
nate in the learner. Therefore, individually meaningful learning goals should be the
roots of education.

1.5 Self-Regulated Learning (SRL)

Self-Regulated Learning (SRL) intersects with the Future Skills de�ned by Ehlers,
2020, andConstructivism. SRL is explainable from different theoretical perspectives.
Today, there is a variety of models of SRL (Panadero, 2017), for instance, layered
models (Wirth et al., 2020; Boekaerts, 1999), and cyclic models (Zimmerman, 1989).
Cyclic models of SRL have a self-oriented feedback loop as a central feature (Zim-
merman, 1989). In this Thesis, a cyclic model with three phases is assumed. In the
�rst part of this loop, learners actively develop and apply learning methods and
strategies. Those techniques and actions are used in the second part, and in the
third part, a re�ective process arises when goals and plans are evaluated (see �gure
1). Such self-regulative processes can occur on cognitive, and also meta-cognitive
processes. The question arises, how can assistive software implement support func-
tionalities related to learners' self-regulatory feedback loop? This thesis investigates
the �rst part of the loop, namely actively formulating learning methods, strategies,
and speci�c actions, in detail. In contrast, the second and third part remains to be
investigated in future research.

De�nition 1 : Self-regulated learning (SRL) is a learner-centered perspective on
learning, including cognitive, meta-cognitive, behavioral, motivational, and emotion-
al/affective aspects (Panadero, 2017). In this thesis, a cyclic model of SRL, with pre-
actional goal-setting phases, actional phases of goal-pursuit, and post-actional phases of
evaluation, is referred to.

FIGURE 1.1: Cyclic Model of Self-Regulation with Three Phases.
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1.6 Personal Educational Goals

For the autonomous, active learners, postulated by the Future Skillsbook, Construc-
tivism, and Self-Regulated Learning, personal educational learning goals are of sig-
ni�cant relevance. They function as guidance, motivators, orientation, and bench-
marks for evaluation and readjustments. Olos, Hoff, and Härtwig, (Olos, Hoff, and
Härtwig, 2014) have found that today, students entering the higher education system
may often not even be able to name their personal education goals. This observation
may originate from the fact that throughout elementary, middle, and high school,
students often do not have many choices concerning learning content. Ex-cathedra
teaching and other formats limiting exploratory learning are still prevalent. Thus,
there is still a considerable gap between the ideal and reality of the educational
system. The paradox question arises of how a university can support students in
developing autonomy, self-management, and self-ef�cacy.

1.7 Digital Study Assistants (DSA)

The last years have seen an increased interest in Digital Study Assistants (DSA),
which combine modern, often web-based, software development approaches, data
from various sources and algorithms from arti�cial intelligence (AI) to support ac-
tivities related to learning. This increased interest is due to technological advances in
processing capacities, accelerating digitalization of higher education infrastructure,
and the central role of computers and mobile devices in learning scenarios.

We de�ne Digital Study Assistants as software systems that combine data and
arti�cial intelligence to support students. DSAs have the potential to improve learn-
ing processes by providing guidance and augmenting human data processing ca-
pacities. They can preprocess large databases containing educational resources and
derive recommendations �tting the user's individual needs by leveraging AI tech-
nology (Alexander et al., 2019).

De�nition 2 : Digital Study Assistants (DSA) are, often web-based, software sys-
tems that use data from various sources and possibly arti�cial intelligence to support
learners.

DSAs can serve many purposes, and various types will most probably emerge in
the near future. The following list shows three types:

1. Navigation tools that �nd optimal paths through curricula minimize individ-
ual costs (effort, time..), and maximize utility (grades, expertise in speci�c do-
mains,...)

2. Self-monitoring tools that help to track goal progress and re�ne strategies pro-
vide rewards, possibly with gami�cation elements.

3. Data-based self-re�ection tools that confront learners with data of their educa-
tion past to increase self-realization.

The GoalTreesDSA, implemented during this doctoral research, is intended as a
self-monitoring and self-realization tool that allows one to track and dynamically
adjust educational goal systems to stay focused on personal educational goals. The
data consists of historical user inputs, and in the future, AI algorithms may operate
on historical user data to generate recommendations for the goal pursuit of current
users.
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1.8 Goal-Setting Programs in Higher Education

Personal and educational goals play a central role in user-centered and self-regulated
learning, where they serve as benchmarks (see chapter 2). Therefore, it is no surprise
that many digital and analog interventions have been developed already. The fol-
lowing subsections introduce a set of representative examples to elucidate the �eld.

1.8.1 Digital Tools for Goal-Pursuit

As humans always tend to strive for goals, and digitalization has been around for
a signi�cant amount of years already, the market for digital tools is full of applica-
tions centering around goals. In table 1.1, an exemplary list of digital goal-setting
tools, can be found. Habitica is a habit-tracking tool that can be used for daily
self-monitoring with goals and habits as benchmarks, enriched with many play-
ful and colorful gami�cation elements. Compliceis a web-based self-organization
tool centering around personally meaningful life goals and proactive goal-pursuit.
Like Habitica, it is intended for regular use for self-monitoring and re�ection on the
process of goal progress. Theday zeroproject encourages a community of users to
set challenging goals and share lists of goals and their progress with other users.
Lifetick is a web-based tool that starts with the assessment of core values, derives
Smart, M easurable,Achievable, Realistic, Time-bound goals (Doran, 1981), allows
for progress-tracking and self-monitoring. In addition, it encourages users to re�ect
on subjective experiences and dreams related to their goals and allows users to select
goals and related data for sharing with friends. Joe's Goalsis a simple online habit
tracker, using matrices with the dimensions of habit and time to monitor behaviors
over time. The Wish-Outcome-Obstacle-Plan technique is based on the research by
Gabriele Oettingen and Peter Gollwitzer on Implementation Intentions and Mental
Contrasting (Gollwitzer et al., 2011; Krott, Marheinecke, and Oettingen, 2019; Oettin-
gen and Reininger, 2016; Oettingen et al., 2009; Kappes and Oettingen, 2014; Weichs,
Krott, and Oettingen, 2021; Houssais, Oettingen, and Mayer, 2013; Oettingen et al.,
2005), and is available as an online version. In digital tools for goal-setting, gami-
�cation elements can help to overcome mental barriers (Lieder, Chen, and Grif�ths,
2018). Not only explicitly goal-related tools but also others, such as, for instance, col-
laboration tools for professional contexts, such as GitHub, a software development
and code management platform, work with milestones and issues representing de-
sirable states in the future and concrete tasks and actionable goals to be achieved.
Insofar this collaboration tool, and many others, can also be understood as tools for
collective goal-setting, goal-pursuit, and goal achievement.
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tool functions URL

Habitica

goal-setting,
habit-tracking,
self-monitoring,
gami�cation

https://habitica.com

Complice
personal goals,
self-monitoring,
pro-activity

https://complice.co/

Day Zero
personal goals,
public challenges,
community interactions

https://dayzeroproject.com/

Life Tick

core values,
S.M.A.R.T. goals,
self-monitoring,
re�ection on dreams,
sharing with friends

https://lifetick.com/

Joe's Goals simple habbit tracking http://www.joesgoals.com/

WOOP
wish-outcome-obstacle-plan
implementation intentions

https://woopmylife.org/de/practice

GitHub
milestones,
issue-tracking,
collective goal-pursuit

https://github.com/

TABLE 1.1: Exemplary Digital Tools with Goal-Setting Functions.

1.8.2 Analog Goal-Setting Programs in Higher Education

Aside from digital goal-setting tools, there are interventions, such as individual
coaching or group coaching programs for goal-setting in Academia. Three illus-
tratory examples are the Future Authoring Program by Morisano (Morisano, 2008;
Morisano and Shore, 2010; Morisano et al., 2010; Schippers et al., 2020) at the Uni-
versity of Toronto or the Professional Goal Clari�cation and Self-RegulationProgram at
the Technical University of Berlin (Olos, Hoff, and Härtwig, 2014), or the Goal Ef-
fectiveness Training(Brunstein et al., 2008) at the Justus Liebig University in Giessen.
In schools, similar interventions have been tested, and are constantly applied, such
as, for instance, mental contrasting with school children (Gollwitzer et al., 2011).
Findings from such interventions that have been reported in peer-reviewed publi-
cation formats are a valuable foundation for developing innovative digital interven-
tions. For instance, in a recent study (Schippers et al., 2020), the authors �nd that
the written elaboration on individual goals increases university students' academic
performance, indicating that a digital intervention stimulates students to clarify and
elaborate on personal, educational goals may unfold similar effects.

1.9 Funding Context: The SIDDATA Project

Parallel to the line of research summarized in this thesis, the SIDDATA project,
funded as part of the "Innovation Potentials of Digital Higher Education" funding
line, the Federal Ministry of Education and Research since November 1, 2018, has de-
veloped a more general DSA, which assist pro-active learners in goal pursuit. Within
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annual agile software development cycles, we developed a series of assistant proto-
types (Schurz et al., 2021; Weber and Thelen, 2022a), we trained a Neural Network to
match educational resources and learners (Schrumpf, Weber, and Thelen, 2021) and
published data sets from �eld experiments with prototypes (Schrumpf et al., 2022;
Weber and Thelen, 2022b).

1.10 Aims and Motivation

This line of research combines methods and insights from Educational, Motivational,
Experimental Psychology, Human-Machine Interaction, Usability Research, and Ar-
ti�cial Intelligence to develop a Digital Study Assistant for educational goal-setting.
In parallel, data about the characteristics of university students' goals and their char-
acteristics accumulate. This data can serve as training data for AI algorithms to be
applied in the goal-setting intervention. Therefore the project inweaves scienti�c
theory and practice and derives insights and a helpful digital tool simultaneously.

1.11 Research Questions

This thesis centers around how university students can be supported in setting per-
sonally meaningful educational goals, and monitoring their progress towards such
goals, by digital assistants. The research questions it aims to answer are:

1. Which methods can be applied to measure goal characteristics?

2. Which characteristics of goals are relevant in educational contexts?

3. How are goals and goal systems represented mentally, and how can they be
represented in human-machine interfaces?

4. How can �ndings from former research on constructivism, goal-setting, self-
regulation, and self-monitoring be applied in a digital data-driven study assis-
tance software?

5. Which characteristics do the goals of students show, and which conclusions
can be derived?

6. How can insights on the nature of educational goals be derived from high-
dimensional goal data?

7. How can Machine Learning models be trained to predict goal characteristics
from goals formulated in natural language?

8. How can methods from Arti�cial Intelligence be applied in Digital Study As-
sistants for goal-setting and pursuit?

In the �nal chapter these questions will be repeated and answered.

1.12 Results and Contribution

The line of research reported in this doctoral thesis is an ongoing, dynamically evolv-
ing project. Among the goals and milestones in the scienti�c dimension and the
practical dimension that have been reached so far are the following:
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• Two methods for measuring goal characteristics from an external and an inter-
nal perspective have been established and applied.

• The concept of hierarchical goal systems has been established on a solid theo-
retical foundation.

• The web-based software GoalTreesfor academic goal-setting has been devel-
oped and re�ned in a row of formative studies.

• Four visualization types for hierarchical data have been tested and evaluated
in usability studies. The dendrogram has been identi�ed as the best solution
for the graphical user interface.

• A data collection with hundreds of participants, thousands of goals, and their
characteristics has accumulated and has partially been analyzed and published.

• Clustering techniques can potentially derive insights into the nature of educa-
tional goals in the high-dimensional data. How this can be achieved has been
outlined on the foundation of conceptual spaces, and preparations for dimen-
sionality reduction of the data have been undertaken.

In a subset of the studies, for instance the study on visualization type comparisons,
inferential statistics have been applied. In another subset, for instance the study on
structural characteristics of HGS, and the study on goal characteristics, explorative
analyses were conducted to elucidate previously unknown research areas. Due to
the high number of measured variables, Bonferroni corrections to counteract the
multiple comparison problem (Dunn, 1961), would certainly increase p-values to
non-signi�cance. Future studies have to be conducted to verify the tendencies al-
ready found.

1.13 Structure of the Thesis

The chapters subdivide this dissertation into semantic units corresponding to the
temporal order within which the research has developed. Consequently, this text
resembles a project report. Chapter two provides de�nitions of the central term
goal across the cognitive sciences and disambiguates it from related other terms.
In the third chapter, goal characteristics and two approaches to their measurement
are dealt with. The fourth chapter introduces the concept of hierarchical goal sys-
tems (HGS), on the one hand, as a conceptual perspective on goal-directed behavior
and, on the other hand, as a blueprint for a digital goal-setting intervention. Subse-
quently, it gives an overview of the GoalTrees software development, the underly-
ing web-based software architecture, and its current functionality state. Chapter �ve
outlines how clustering and the conceptual spaces framework can be used to iden-
tify types of goals in high-dimensional data. The thesis concludes with chapter six,
which summarizes central �ndings and insights and outlines how semi-supervised
learning methods, in particular, BERT, can be used to predict goal characteristics
scores from goal formulations to improve the GoalTrees intervention in the future.
Finally, the chapter summarizes the insights on epistemological and ontological di-
mensions, re�ecting upon the scienti�c methods used during the dissertation project
and good scienti�c practice.
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Chapter 2

The Goal Concept in the Cognitive
Sciences

Goals are exciting objects of investigation in educational research because they can
be understood as a concrete manifestation of motivation. Considering goals as "in-
ternal representations of desirable states" (Vancouver and Austin, 1996, p.338), al-
most every human behavior can be viewed as being goal-directed. Humans will
more likely be able to elaborate on their goals than their abstract motivations. An-
other reason goal setting is of signi�cant relevance in higher education is that they
have been shown to affect outcomes such as performance, activity, academic perfor-
mance, well-being, and vitality (Locke and Latham, 2002; Locke and Latham, 2019;
Morisano et al., 2010; Morisano, 2008). This chapter introduces the meaning and
signi�cance of goals in the Cognitive Sciences.

De�nition 3 : Goals are internal representations of desired states in natural and ar-
ti�cial agents and predispositions for action.

Goals as states of valence, or as reference frames for action, occur in all disci-
plines of the Cognitive Sciences, from Neurobiology (Dezfouli and Balleine, 2013;
Southgate et al., 2014; Zwosta et al., 2018; Eppinger et al., 2013; Saito et al., 2005), to
Philosophy (Kline and Schmidtz, 1996; Adams, 1979), Psychology (Vancouver and
Austin, 1996; Kruglanski and Higgins, 2007), as goal states in Symbolic Arti�cial In-
telligence (Ghosh, Gupta, and Levine, 2019), and in Robotics (Braubach et al., 2005;
Stock, Günther, and Hertzberg, 2014; Rockel et al., 2013).

In a postmodern world in which existentialist philosophers have convincingly
argued against universally valid standards, there is a vital necessity for humans to
ful�ll their needs for meaning and purpose in life. In this context, explicit and per-
sonally meaningful goals can be functional substitutes for the metaphysical truths
of former times. From a more pragmatic perspective, goals guide behavior toward
intended directions. The aspect of desirability and collateral effects of the conse-
quences of human strivings raises a philosophical or even metaphysical question
humans have asked themselves since ancient times: What should we strive for?

In this chapter, de�nitions from the disciplines mentioned above are gathered,
interpreted, and integrated into a coherent picture. The length of the corresponding
sections emphasizes the disciplines of Psychology and Arti�cial Intelligence. In con-
trast, contributions from other disciplines, such as Philosophy, Neuroscience, and
Cognitive Science in general, are subsumed in the following section on Goal De�ni-
tions in the Cognitive Sciences.
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2.1 Goals in Cognitive Science

The German "Wörterbuch der Kognitionswissenschaft" (Dictionary of Cognitive Sci-
ence), Klaus Opwis1 (Strube and Becker, 1996), de�nes the term Ziel (Goal) as fol-
lows2:

(1) In the area of motivation, goal refers to the "anticipated idea of the effect of
our actions" (W.Wundt 3) or the "intent to act in a certain way" (N. Ach 4). Impor-
tant aspects relate to the genesis of goals or the choice of action goals, the degree
and direction of goal-drivenness, and the question of which processes are used to
implement goals in action.

(2) In the �eld of problem solving, the goal is usually a state to be aimed for ("so-
lution") that is speci�ed in the problem. Goals can be general or speci�c, positive or
negative, explicit or implicit. Important aspects concern the reformulation of goals
as well as strategies for coping with the cognitive demands that arise when dealing
with multiple goals ( " hierarchy of goals).

These two de�nitions show the interdisciplinary presence of the concept, the for-
mer emphasizing motivational psychology and the latter the subdomain of problem-
solving in symbolic AI. The �rst de�nition emphasizes a close relation to action, on
the one hand, as the purpose of actions and, on the other hand, as the driving force
initiating actions.

In the "Dictionary of Cognitive Science" by Houdé 5 (Houdé et al., 2004), Joëlle
Proust6 provides the following detailed and abstract de�nition that allows us to
identify and distinguish types of goal-directed behaviors:

"Intuitively, a goal-directed behavioris one that is executed in view of attaining
a certain goal. The realm of living things exhibits innumerable examples of goal-
directed behavior, such as web spinning by spiders, courtship rituals in birds, dam
building by beavers, and so on ( ! ANIMAL COGNITION). The dif�culty inherent
in this concept, however, is that it seems to imply a type of �nal causality in which
the desired result is what orients and guides the action ) ! ACTION, CAUSALITY
AND MENTAL CAUSATION). Goal-directed behaviors can be manifested indepen-
dently of any type or representation. The �rst attempt to naturalizethe idea of pur-
pose dates back to the work of Arturo Rosenblueth 7, Norbert Wiener 8, and Julian
Bigelow9 (! NATURALIZATION). They showed that purpose can be understood
without recourse to the idea of a �nal cause, and that it does not require considering
the cause of a goal-oriented action to inhere in an event that comes after the action
itself. They proposed seeing goal-directed behaviors as behaviors that require nega-
tive feedbackcoming from the goal. There is feedback when the system can use part
of its output as input. It is positive when it has the same sign as the output, and
negative if it is not. Negative feedback in goal-directed behavior consists of signals
emitted by the goal that constrain the output in order to reduce the object's error
margin as the goal is being pursued. Based on the analysis of Rosenblueth and his

1Klaus Opwis, born 1957, German Psychologist
2Translated by Google Translate.
3Wilhelm Maximilian Wundt, 1832 –1920, German Physiologist, Philosopher, and Professor, known

today as one of the fathers of modern psychology.
4Narziß Kaspar Ach, 1871 –1946, German Psychologist
5Olivier Houdé, born 1963, French Psychologist
6Joëlle Proust, born 1947, French Philosopher
7Arturo Rosenblueth Stearns ,1900–1970, was a Mexican Researcher, Physician, and Physiologist.
8Norbert Wiener, 1894–1964, American Mathematician and Philosopher
9Julian Bigelow, 1913–2003, was a pioneering American Computer Engineer.
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collaborators, the behavior of servo-mechanical devices (like the ones used to con-
trol torpedoes) can be de�ned as goal-directed ( ! ROBOTICS). However, this ini-
tial de�nition suffers from two shortcomings. First, one cannot distinguish a strictly
physical system from a goal-oriented system; for example, a liquid in a vase, that
returns to a state of equilibrium seems to manifest a self-regulated behavior. Sec-
ond, it seems to imply that a behavior cannot be goal-directed unless it makes use of
an information that enables the target eventto be accomplished by means of adaptive
corrections (the target elementis the object upon which the action must be performed;
the target event is the �nal phase of the behavioral process that must be reached for
the action to be successful). To remedy this state of affairs, one needs to bring to bear
an additional set of conditions, which Gerd Sommerhoff 10 analyzed as follows:

(1) A goal-directed behavior continues to be executed until it reaches a certain
state of completion. It is the attainment of this state, often called a state of equilibrium,
that interrupts the behavior.

(2) The agent must be in a physical nonnomological relationship with the target
element at time t in the target event. In other words, physical system A (made up of
the agent and its environment) is connected to physical system B (the target event
and its possibility conditions) by a causality link, granted, but one that does not have
the force of law.

(3) The agent must reach the target event at least in part by virtue of the way in
which he, she, or it initiated and/or carried out the action. This condition guarantees
that the action sequence is not the result of chance or of a physical causality that
cannot help but produce the concerned effects.

(4) If the properties that are causally relevant to the action exerted upon the tar-
get element had been different, the target event-directed action required by those
properties would nevertheless have been accomplished.

(5) Physical systems consisting respectively of the agent and the instrument of
his, her, or its action, and the process that leads to the target event, share the causal
determinants that affect the dynamic at certain crucial points in the unfolding of the
goal-directed process (correction devices).

There are types of behaviors that satisfy properties 1 to 5 only partially; they
are referred to as weakenedgoal-directed behaviors. The most elementary class is
the class of goal-seeking behaviors(David McFarland 11). The system engaged in this
type of behavior does not achieve the target event by virtue of its own correctional
devices, nor can it determine, whether the action succeeded or failed: it is designed
to reach the goal without that goal being explicitly represented in the system. A
second class,goal-achieving behaviors(McFarland), includes behaviors in which, like
goal-directed behaviors, the system is capable of recognizing that the goal has been
attained when it has, but is incapable of modifying the pathways of the action."
(Houdé et al., 2004)

This extensive de�nition o behaviors(!) entails a row of interesting aspects: First,
it provides a set of �ve criteria that have to be ful�lled for goal-directed behaviorsand
de�nes two types of weakened goal-directed behaviors, namely goal-seeking behaviors,
and goal-achieving behaviors, from which the former does NOT have an explicit rep-
resentation of a goal, and the latter can recognize goal-achievement but does not
actively contribute to goal-pursuit.

10Gerd Walter Christian Sommerhoff, 1915–2002, German Pioneer of Theoretical Neuroscience.
11David McFarland is a contemporary Scientist interested in Animal Behavior, Arti�cial Ethology,

and Robotics.
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In arti�cial intelligence, forms of sub-symbolic AI, which rely on error functions
or reward functions, can be understood as goal-seeking agents, because they strive
towards hypothetical goal states with in�nitely high rewards or in�nitely low errors.

Nature has implemented reward functions on a biological level that lead to cor-
responding goal-directed behaviors. There are goal-seekingbehaviors in biological
agents with hard-wired reward functions and implicit goals. For instance, teenagers
in love, have a natural tendency to become parents, although it is not their explicit
goal.

2.1.1 Goals in Psychology

In psychology, goalshave been de�ned as "internal representations of desired states"
(Vancouver and Austin, 1996). This de�nition entails a set of general goal proper-
ties: At �rst, goals are subjective due to their intra-personal nature. A goal primarily
exists in a person's mind and not in the external world. Even if a group of humans
expresses goals in identical terms, the individual mental representations will most
likely not be identical. Second, a goal is directed towards a state, most likely in the
future. This aspect holds substantial implications for behavior because of the attrac-
tiveness of goal states projected to the external world. The third important aspect is
desirability, which is subjective by de�nition, too. A person having a goal assumes,
for some reason, that acting towards a future in which the goal state becomes a re-
ality leads to positive consequences, such as, for example, well-being. Interestingly
this is not necessarily the case. Research has shown that the characteristics of the
goals we chose have a much more substantial impact on subjective well-being than
goal achievement itself (Ehrlich, 2012).

The American Psychological Association Dictionary of Psychology (American
Psychological Association, 2020) de�nes the term goalin the following way:

(1) the end state toward which a human or nonhuman animal is striving: the pur-
pose of an activity or endeavor. It can be identi�ed by observing that an organism
ceases or changes its behavior upon attaining this state.

(2) a target of pro�ciency to be achieved in a task within a set period of time. See
goal setting.

While the former de�nition includes nonhuman animals (but not arti�cial agents!),
and states an abstract description of goal-directedness, similar to cybernetic per-
spectives, the latter entails aspects, such as time-boundedness and pro�ciency, that
are emphasized in goal-setting research related to organizational psychology, for in-
stance, by Doran, Latham, and Locke (Doran, 1981; Locke and Latham, 2019).

Goals as Drivers towards Organismic Equilibria

A simple organismic perspective on goals is based on the concept of biological and
psychological equilibria, closely related to Maslow's 12 pyramid of needs (Maslow,
1943). A crucial aspect of this model is that needs build upon each other, and the de-
privation on lower layers of the pyramid disables processes related to higher layers.
If a human or other animal is searching for food and an existential threat arises, the
need for safety immediately overwrites all nutrition-related processes and allocates
processing capacities to ensure re-establishing the equilibrium on the safety level.
Transferred into an educational setting, this thought implies that many distractions
can surprisingly interrupt learning-goal-related behaviors based on organismic or
social equilibria moving out of balance, apparently requiring immediate responses.

12Abraham Harold Maslow, 1908–1970, American Psychologist
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The Oxford Handbook of Philosophy and Neuroscience (Bickle, 2009) devotes
chapter 15 The Emerging Theory of Motivationto motivational states, and explains
goal-directed behaviors on an abstract and a concrete biological level. The relation
between motivational states and goals is de�ned as follows: "A motivational state
provides an agent with at least one goal. Typically, the way we individuate motiva-
tional states suggests that each provides what we might call a basic goal. The basic
goal of hunger is to be fed. The basic goal of lust is to have sex." (Bickle, 2009) Fur-
ther, "..motivational states depend on speci�c control systems in the brain. These
systems supply us with goals for thought and action, as well as the drive to act on
behalf of those goals." (Bickle, 2009, p. 381) On a neuroscienti�c level, the handbook
outlines how in biological agents, dopamine as a reward signal in the brain, plays a
central role in the physiological implementation of goal-directed behaviors (Bickle,
2009, p. 288-400). In combination with the de�nition of goal-seeking behaviors, hu-
mans can be understood as goal-seeking biological agents, following implicit goals,
programmed by a reward function, physiologically implemented in the dopaminer-
gic system.

Goals as Benchmarks in SRL

Actions and goals co-occur because they are tied by causality: Goals lead to ac-
tions that are expected to cause a desirable goal state in the future, and actions
are usually goal-directed and do not occur without a goal, except for re�exes. In
Heckhausen's13, and Gollwitzer's 14 modell of action phases, also known as Rubikon-
Modell, (Heckhausen, Gollwitzer, and Weinert, 1987; Heckhausen and Gollwitzer,
1987) (see �gure 2.1), goals play a central role. This model distinguishes four phases:
In the �rst pre-decisional phase, goal candidates are compared in terms of posi-
tive and negative consequences, costs of goal pursuit, and the probability of goal
achievement. In the second pre-actional phase, a goal has been chosen for pursuit,
and concrete actions and strategies are derived. In the third, actional phase, those ac-
tions and strategies are applied. In the fourth and last phase, the post-actional phase,
the outcome is evaluated regarding goal achievement and costs. This model, like any
model, is an idealization; in reality, phases may overlap or iteratively repeat them-
selves. Conceptually, it shows similarities with the cyclic model of Self-Regulated
Learning.

FIGURE 2.1: Action Phases as Proposed by Heckhausen.

Self-Regulated Learning is a conceptualization of learning that various theoreti-
cal frameworks can theoretically support, ranging from operant, social cognitive, to
cognitive constructivist perspectives (Zimmerman, 1989). A core element of SRL is

13Heinz Heckhausen, 1926-1988, German Psychologist
14Peter Gollwitzer, born 1950, German Motivation Psychologist and Social Psychologist
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that active learners play an essential role in regulating their behavior. Cyclic models
of self-regulated learning assume iterative strategic loops (see �gure 1.1) with phases
of planning, acting, and re�ecting learning processes (Zimmerman, 1989; Zimmer-
man, 1990). In such models, individual learning goals are an essential building block
because they can constitute a foundation for planning and serve as benchmarks for
evaluation.

The tri-phase cyclic model of self-regulated learning (Zimmerman, 1989; Zim-
merman and Campillo, 2003), illustrated in �gure 1.1. In this model, promoted by
Zimmerman 15, learning goals serve as guidance for learning activities and bench-
marks for progress evaluation. It resembles an iterative version of Heckhausen's
action phases, in which phases of planning, acting, and re�ecting are sequentially
repeated.

2.1.2 Goals in Machines and Arti�cial Agents

As some of the de�nitions in the previous sections have already pointed out, goals
exist in human and nonhuman living forms and arti�cial agents. With the increas-
ing progress of technology and especially information-processing machines, the per-
spective on goal-directed systems is increasingly extended to non-biological sys-
tems. In the following sections, arti�cial goal-directed systems will be introduced
in the order of their complexity.

Cybernetics and Regulatory Loops

The word cybernetics comes from Greek kuberuhtikh kybernetike, meaning "gover-
nance", and kuberuhtz kybernetes, the governor, pilot, or helmsperson of a ship. In
1948, Norbert Wiener signi�cantly coined the term cyberneticsin his book "Cyber-
netics, or Control and Communication in the Animal and the Machine", in which he
outlined how machines can work towards internal equilibria (Wiener, 1948).

In 1979, Frederick AdamsFrederick R. Adams, contemporary Cognitive Scientist, Lin-
guist, and Philosopherpublished a paper in the Canadian Journal of Philosophy, in which
he outlined "A Goal-State Theory of Functional Attributions" (Adams, 1979). He de-
�nes goal-directed systems as follows: "I shall contend that a goal-directed system
– whether mental or non-mental – is a cybernetic system. It is a cybernetic system
in the sense that its behavior is not mere random behavior which accidentally ter-
minates in an end state. Rather, its behavior is controlled or directed toward an
end state or goal-state. The system must also be able to process information about
its present state (both internal and external state variables), and it must be able to
compare that information with its goal-state. The system then performs a set of op-
erations which minimize the difference between the present state and the goal-state.
" (Adams, 1979)

15Barry J. Zimmerman, contemporary Educational Researcher
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FIGURE 2.2: Cybernetic Heating System with a Feedback-Control
Loop.

As a practical example of a non-mental goal-directed system, Adams (Adams,
1979) uses the control unit in heating systems, as shown in �gure 2.2. Other authors
have used similar examples for servo-mechanical goal-directed systems, such as, for
instance, torpedoes (Houdé et al., 2004).

In his 1979 paper, Adams developed the following two increasingly abstract for-
mal de�nitions of goal-directed systems: "An analysis of goal-directedness which is
based on a cybernetic account maintains that a system must have:

(1) an internal representation of the goal-state;
(2) a feedback system by which information about the system's state variables

and its output values are fed back into the system as input values;
(3) a causal dependence between the information which is fed back into the sys-

tem and the system's performance of successive operations which minimize the dif-
ference between the present state of the system and its goal-state." (Adams, 1979)

FIGURE 2.3: Abstract Feedback-Loop in Goal-Directed Systems.

"With this understanding of goal-directedness, let me now re-state the central
tenet of the goal-state theory of function attributions. A structure x has a function y
just in case:

(1) x does y in system S;
(2) y causally contributes towards S's outputting O (through the causal feedback

mechanism);
(3) O is (or itself contributes toward) a goal-state of S."
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(Adams, 1979) As well in the concrete example of the heating system in �gure
2.2, as in the two abstract models, a feedback loop is a necessary functional ele-
ment of goal-directed systems. This fact is interesting in the context of self-regulated
learning, introduced in this chapter, because learners need some kind of percep-
tion or monitoring device to keep track of their progress and evaluate and re�ne
their strategies. A digital study assistant for educational goals can serve this self-
monitoring function and be part of a feedback loop.

Goal states in Search Spaces

In classical symbolic AI, a common strategy for problem-solving or game-playing
is translating a problem into a search problem. According to Russel 16 and Norvig 17

(Russell and Norvig, 2021), search problems can be de�ned formally by
(1) A set of possible states, together constituting the state space.
(2) The initial state de�ning the start.
(3) A set of goal states (1� n � ¥ )
(4) A set of actions for each state.
(5) A transition model de�ning which state results from an action applied to a

state.
(6) An action cost function that de�nes the costs for each action.
A sequence of actions leading to a goal state is a solution, the one with the lowest

costs is the optimal solution (Russell and Norvig, 2021).
In logical agents, representatives of classic symbolic AI, goal-directed reasoning

approaches, such as, for instance, backward chaining, search for solutions starting
from the goal state. This procedure has the advantage that computation resources
can be minimized due to a higher probability of only using relevant facts (Russell
and Norvig, 2021).

In automated planning, agents have to dynamically adapt their behaviors to un-
expectedly changing environments. One approach to optimizing its actions is goal
monitoring, which means that before an action is executed, the agent checks if there
is a better set of goals available to pursue (Russell and Norvig, 2021). Thegoal mon-
itoring strategy in arti�cial agents demonstrates the practical value of the dynamic
evaluation of goals and actions on a level of behavioral economics, which probably
also exists in natural learning environments of university students.

Russel and Norvig (Russell and Norvig, 2021, p. 71) describe Goal-based agents
as follows: "Knowing something about the current state of the environment is not
always enough to decide what to do. For example, at a road junction, the taxi can
turn left, turn right, or go straight on. The correct decision depends on where the
taxi is trying to get to. In other words, as well as a current state description, the
agent needs some sort ofgoalinformation that describes situations that are desirable
– for example, being at a particular destination. The agent program can combine this
with the model (the same information as was used in the model-based re�ex agent)
to choose actions that achieve the goal. {...} Sometimes goal-based action selection
is straight-forward – for example, when goal satisfaction results immediately from a
single action. Sometimes it will be more tricky –for example, when the agent has to
consider long sequences of twists and turns in order to �nd a way to achieve a goal.
Search and planning are the sub�elds of AI devoted to �nding action sequences that

16Stuart Jonathan Russell, born 1962, is a British Computer Scientist known for his contributions to
AI.

17Peter Norvig, born 1956, is an American Computer Scientist and Distinguished Education Fellow
at the Stanford Institute for Human-Centered AI.
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achieve the agent's goals. Notice, that decision making of this kind is fundamentally
different from the condition-action rules described earlier, in that it involves consid-
eration of the future – both "What will happen if I do such-and-such?" and "Will that
make me happy?". In the re�ex agent designs, this information is not explicitly rep-
resented, because the built-in rules map directly from percepts to actions. The re�ex
agent brakes when it sees brake lights, period. It has no idea why. A goal-based
agent brakes when it sees brake lights because that's the only action that it predicts
will achieve its goal of not hitting other cars. Although the goal-based agent appears
less ef�cient, it is more �exible because the knowledge that supports its decisions is
represented explicitly and can be modi�ed. For example, a goal-based agent's be-
havior can easily be changed to go to a different destination simply by specifying
that destination as the goal. The re�ex agent's rules for when to turn and when to
go straight will work only for a single destination; they must all be replaced to go
somewhere new." (Russell and Norvig, 2021, p. 71)

This explanation about goal-based agents is interesting because it highlights an
advantage of explicit goal representation compared to implicit goal representations:
An explicit goal de�nition allows a correction of actions and strategies that are not
ef�cient, possibly by backward chaining, starting from the goal state. Goal-directed
systems without goal representations, for instance, those functioning with reward
functions, cannot do this.

In the context of problem-solving agents, Russel and Norvig (Russell and Norvig,
2021, p. 81) de�ne aGoal formulationas the �rst step in a general four-step problem-
solving algorithm. They state, "Goals organize behavior by limiting the objectives
and hence the actions to be considered."

In problem-solving by search, Russel and Norvig (Russell and Norvig, 2021, p.
83) state that one component in a formal de�nition of a search problem is "A set
of one or more goal states. Sometimes there is one goal state (e.g., Bucharest), some-
times, there is a small set of alternative goal states, and sometimes the goal is de�ned
by a property that applies to many states (potentially an in�nite number). For ex-
ample, in a vacuum-cleaner world, the goal might be to have no dirt in any location,
regardless of any other facts about the state. We can account for all three possibilities
by specifying an IS-GOAL method for a problem. In this chapter, we will sometimes
say "the goal" for simplicity, but what we say also applies to "any one of the possible
goal states".

Rewards and Error Functions

In the 1971 paper “Human problem solving: The state of the theory in 1970.”, the
authors Newell 18 and Simon19 reason about human problem-solving, and �nd that
for humans traversing through problem spaces, "Reaching a node that differs less
from the goal state than nodes visited previously is progress; and selecting an op-
erator that is relevant to a particular difference between current node and goal is a
technique for (possibly) reducing that difference." (Simon and Newell, 1971, p.152)
Although the domain of the cited statement is classical search, the focus is on dis-
crepancy reduction from the current state to the goal state.

Reinforcement learning is a domain in machine learning in which agents receive
take actions to maximize rewards. This mechanism is semantically related to goals

18Allen Newell, 1927 – 1992, American Computer Scientist, Cognitive Psychologist, and AI Pioneer
19Herbert Alexander Simon, 1916 – 2001, American Political Scientist, Computer Scientist,

Economist, Cognitive Psychologist, and AI Pioneer
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because future states are more or less desirable for an agent, depending on their
reward.

Q-Learning, for instance, is a model-free learning algorithm with high ef�ciency
that uses reward signals (Watkins and Dayan, 1992). It is an example of algorithms
making use of rewards, which is semantically related to the concept of goal because
the goal is to maximize the reward. Hence, technically, the expectancy of reward
and desire have much in common.

In supervised learning, machine learning models learn input-output mappings
based on labeled training examples. In many algorithms of this class, minima in
error functions are searched for, for instance, with gradient descent. Searching for
analogies to goal states, one could argue that minima in error functions are a kind of
goal state for the algorithm.

Geospatial Navigation

Navigation software is a perfect illustration of how digital assistants can act in an
algorithmic way to provide ideal paths through a reduced representation of the
real world. In former times, when humans navigated with maps on paper, detours,
stopovers, and discussions about the best route were common in way-�nding. Mod-
ern navigation software allows users to enter the destination address, and within
seconds, the shortest route to the destination is displayed in real-time and adapts to
new situations, such as traf�c jams and wrong turns.

2.1.3 Goals as Interface between Humans and Machines

Goals can play a central role in human-machine interaction to unfold synergistic
and mutually bene�cial effects. In contrast to humans, machines are not intrinsi-
cally "interested" in states of the world, but they possess optimization capacities that
outperform human capacities, such as in route planning. Some Robotics and strong
AI enthusiasts, for some reason, strive for arti�cial agents with their own intrinsic
goals, intentions, and emotions. If they succeeded, this would cause ethical issues
and unfold unwanted side effects based on mismatches between arti�cial and natu-
ral agents' desires and goals. Of course, this argument is strictly hypothetical as long
as there are no robots with desires, but as long as machines are understood as assis-
tive technology, optimizing the pursuit of human goals, the mentioned risks can be
reduced.

Another reason goals are very well-suitable as the interface between humans and
machines is that complexity can be reduced and usability increased by neglecting
unnecessary details of the algorithms used for goal-striving. Navigation apps are a
good example: Humans de�ne a goal, and the machine calculates the optimal path.

2.1.4 Disambiguation from Similar Terminology

There is a row of terms with partially overlapping semantics or relatedness with the
concept of goals. The following sections (in alphabetical order) provide de�nitions
and clarify differences.

Action

The "Dictionary of Cognitive Science" by Houdé de�nes action as follows: "Psychol-
ogy: Motor action is understood to mean the occurrence of a movement made up
of three stages: planning, programming, and motor execution. Only the last stage
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is directly observable and brings about a change in the environment. The �rst two
stages, elaborated mentally before the onset of the action, determine the goal and the
strategy to adopt (planning), and the sequence of movements to make (program-
ming)." (Houdé et al., 2004) This de�nition entails goals as a directive component
and shows a row of commonalities with planning in arti�cial systems, although the
author assigns the term to the domain of psychology.

The "Encyclopedia of Cognitive Science" by Nadel20 de�nes action as follows:
"Action is the ability to move the body or body parts in a purposeful, coordinated
manner in order to physically interact with the environment. It is based on the in-
tegration and cooperation of sensory and motor systems." (Nadel, 2006) Compared
to the former de�nition by Houdé, this one emphasizes the embedding into sen-
sory and motor systems, which situates the action in the domain of neurobiology.
Goal-directedness is implied by the word purposeful. The wording emphasizes the
importance of coordination and integration of sensation and the motor system.

Desire

The term desireis of interest becausegoalsare often de�ned as desirable states. So
if we want to understand goals, it might be interesting to know what desire is. The
"Oxford Handbook of Philosophy and Neuroscience" (Bickle, 2009) de�nes it as fol-
lows: "Notably, the word desirehas a certain kind of ambiguity. For example, some-
times the word refers to a mental state – an unsatis�ed want held by the goal's bearer.
Other times, the word refers to an object of desire. For clarity, let us call the psycho-
logical state underlying a goal for action desire. We can then let goalrefer to a state
that satis�es a desire. Thus, we can distinguish between intrinsic desires and instru-
mental desires (i.e., psychological states) and basic goals and subgoals (i.e., objects of
desire). Like basic goals, intrinsic desires are held for their own sake. Instrumental
desires, like subgoals, are held for the sake of satisfying intrinsic desires." Interest-
ingly, the de�nition makes excessive use of the term goal, and makes a distinction
between basic goals, which directly ful�ll a desire, and instrumental subgoals. The
word desireis de�ned as a mental state of being unsatis�ed without having achieved
a speci�c goal state, which is a rather de�cit-oriented de�nition. Desires are closely
related to intrinsic motivation as desire-related activities are perceived as innately
rewarding.

Intention

In Animal Cognition and Neurobiology, the term intentionality is used to describe
goal-directed behaviors or physiological processes related to those behaviors. The
term desireis used in contexts where a physiological need is involved. This slightly
different framing is explainable by the non-declaration of the desirable states. If a
goal cannot be explicated due to a lack of linguistic abilities or no communication at
all, but at the same time, an experimental setup is built to measure related variables,
the term intention is an accurate description of a non-declared goal.

The American Psychological Association's Dictionary of Psychology (American
Psychological Association, 2020) de�nes intentionsas

(1) "a prior conscious decision to perform a behavior. In experiments, intention
is often equated with the goals de�ned by the task instructions."

(2) "more generally, any directedness in one's thoughts or behaviors, whether or
not this involves conscious decision making. —intentional adj."

20Lynn Nadel, born 1942, American Psychologist
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This de�nition shows that intentions are often directed towards goals but are less
conscious or known to their bearer, but are action-oriented.

Milestone

The term milestoneis often used in project management contexts or software for col-
laboration. The term implies that it is a subgoal of a project, as it marks a certain
distance towards a higher goal that has to be covered. Milestones are often clearly
de�ned by tasks that have to be completed or measurable achievements.

Personal Project

The American Psychological Association's Dictionary of Psychology (American Psy-
chological Association, 2020) de�nes personal projectas "the aims of an individual
that involve an organized set of activities of personal relevance over an extended
period. [analyzed by Canadian personality Psychologist Brian R. Little]" Personal
projects can be understood as high-level goals with high personal relevance, and
originate from research on personality (Little, 1983).

Problem

The term problemdescribes a state of the world, which is suboptimal and usually not
trivial to transform into a satisfying state. Changing this state into a desirable state
requires (mental) effort and activity. A problem is the ugly twin of a goal insofar that
a goal produces a discrepancy between the current state and the goal state that the
unlucky bearer of the goal has to overcome somehow.

Purpose

The American Psychological Association's Dictionary of Psychology (American Psy-
chological Association, 2020) de�nes purposeas

(1) "the reason for which something is done or for which something exists."
(2) "a mental goal or aim that directs a person's actions or behavior."
(3) "persistence or resolution in pursuing such a goal."
Especially the second and third de�nitions show the close relatedness to goals.

In comparison to goals, purposes seem to be even more intrinsic and more intense
in terms of persistence and resolution, according to these de�nitions. In Ethology,
purposes serve as overarching explanations for behavior, and insofar can serve as
explanations for intrinsic motivations.

Standard

In contexts of regulatory processes that are functionally directed towards homeosta-
sis, often the goal or target range of a variable is called standard. Standards are used
to evaluate behaviors or outcomes of behavior. Standards can be based on individ-
ual, social, or factual criteria.

Value

The American Psychological Association's Dictionary of Psychology (American Psy-
chological Association, 2020) de�nes valueas

(1) "the mathematical magnitude or quantity of a variable."
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(2) "a moral, social, or aesthetic principle accepted by an individual or society as
a guide to what is good, desirable, or important."

(3) "the worth, usefulness, or importance attached to something." (American Psy-
chological Association, 2020) The second de�nition has in common with goals in
that it aims at something desirable. A difference between goals is that values have a
moral, social, or aesthetic connotation.

Wish

The American Psychological Association's Dictionary of Psychology (American Psy-
chological Association, 2020) de�nes wishas

(1) "in classical psychoanalytic theory, the psychological manifestation of a bio-
logical instinct that operates on a conscious or unconscious level."

(2) "in general language, any desire or longing." In comparison to goals, wishes
are less conscious and less explicit. A folk-psychological de�nition states that a wish
is a goal without a plan.

2.2 Summary

Goals direct actions and behaviors in biological, arti�cial, and virtual agents and
play a central role in planning and problem-solving. Explicit goal representations
have functional bene�ts compared to implicit representations. In goal-directed sys-
tems, often feedback-loops play a central role. In this chapter, de�nitions from var-
ious cognitive sciences have been gathered, analyzed, and compared. This concep-
tual background is helpful for a deeper understanding of how learners can be sup-
ported in their pursuit of educational goals by Digital Study Assistants.
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Chapter 3

Measuring Goal Characteristics

This chapter has partially been published in “Towards a Comprehensive Taxonomy of Study
Goals of University Students.” (Weber, Osada, and Thelen, 2019), “A Tagset for University
Students' Educational Goals” (Weber and Le Foll, 2020), “Characterizing Personal Educa-
tional Goals: Inter-rater Agreement on a Tagset Reveals Domain-Speci�c Limitations of the
External Perspective” (Weber and Thelen, 2022a) , and “Development and Validation of a
Goal Characteristics Questionnaire” (Iwama et al., 2021).

3.1 Introduction to Goal Characteristics

The characteristics of goals are essential for the probability of goal achievement and
the process of goal-pursuit, and they can even unfold side-effects on its' bearer.
For instance, the characteristic of goal importance can moderate the amplitude of
the emotional response after success or failure (Cooper, 2018), and goal characteris-
tics can have effects on Subjective Well-Being (SWB) after goal-attainment (Ehrlich,
2012). It can be relevant whether a goal aligns with the person's needs, wishes and
values (Gollwitzer and Oettingen, 2012). According to Ehrlich (Ehrlich, 2012) the
reasons for goal-striving are a signi�cant predictor of well-being. Intrinsic goals
correlate with well-being, satisfaction, and goal achievement, while extrinsic goals
correlate with lower well-being and vitality, more anxiety, depression, and physical
symptoms. For well-being, the right balance between feasibility and challenge has
to be given (Cooper, 2018).

3.1.1 Goal Setting Theory

Goal-setting theory (Locke and Latham, 1990; Latham and Locke, 1991a; Locke and
Latham, 2002; Locke, 2013) postulates that by explicitly formulating personal goals,
individuals are more likely to attain them. Goal-setting individuals are more capa-
ble of directing their effort and attention towards goal-relevant tasks and ignoring
distractions. Indeed, setting goals can, in itself, bolster individuals' self-regulation
capacity. Furthermore, goal setting boosts persistence, thus reducing the impact of
negative in�uences such as anxiety, disappointment, or frustration. In addition,
well-de�ned goals can encourage individuals to develop more ef�cient strategies
to meet their aims. Over the past four decades, more than 400 experimental and
correlational studies have provided evidence for the validity of goal-setting theory
(Locke and Latham, 2002; Latham and Locke, 2007).

3.1.2 Change of Process-Outcome Focus Over Time

Research has shown that the kind of goals humans set themselves change over their
life span. While infants approach goal states with high immediate rewards, choosing
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goals based on a balanced time perspective is essential for a good life in Positive
Psychology (Boniwell and Zimbardo, 2012). At least two-goal characteristics change
with increasing age: While younger people tend to be more outcome-focused, the
elder tend to be more process-focused (Freund, Hennecke, and Musta�ć, 2012), and
while the younger tend to have achievement goals directed towards maximizing
gains, older people tend to have maintenance goals, directed to the avoidance of
losses (Freund, Hennecke, and Musta�ć, 2012). These �ndings make sense when
young age is considered an indicator for a life phase of growth and high age as
an indicator for a life phase of decline. Thus, we assume that typical university
students are in a life phase of growth, with a tendency towards outcome-focused
goals. Furthermore, choosing and pursuing goals based on a long-term perspective
may be challenging, especially for �rst-year students, because of limited experience
with freedom of choice in preceding phases of education.

FIGURE 3.1: The Self-Determination Continuum Shows Types of Mo-
tivation, their Regulatory Styles and Perceived Loci of Causality as

Described by Ryan and Deci (Ryan and Deci, 2000).

3.1.3 Self-Determination Theory (SDT)

Self-Determination Theory (SDT) by Ryan and Deci (Deci and Ryan, 1985; Ryan,
2012) is a humanistic, organismic theory of human behavior and personality devel-
opment. The semantically related self-determination continuum (SDC) (Ryan and
Deci, 2000) outlines a taxonomy of motivation and self-regulation styles. It distin-
guishes between amotivation, which is related to non-regulation, extrinsic motiva-
tion, which is related to external, introjected, identi�ed, or integrated regulation,
to intrinsic motivation, causing intrinsic regulation (see �gure 3.1). The internal-
ization of goals in this model depends on personal importance, self-endorsement,
self-congruence, and personal interest in goals. A higher education system aiming
to produce independent, proactive individuals should aim to support students in
developing internal motivation in the form of identi�ed, integrated, and intrinsic
motivation.

3.1.4 Motivation and Self-Regulated Learning

As outlined in chapter 2, self-regulated learning is a conceptualization of learning
in which active learners play an essential role by regulating their behavior in iter-
ative loops of planning, executing, and re�ecting learning processes (Zimmerman,
1990). In cyclic models of self-regulated learning (see �gure 1.1), individual learning
goals are an essential building block because they form the foundation for planning
and serve as benchmarks for evaluation (Zimmerman, 1989). Internal motivation
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predicts the use of strategies for self-regulation and learning strategies (Virtanen,
Nevgi, and Niemi, 2013), which underlines the importance of internally regulated
educational goals for personal development based on self-regulation.

3.1.5 Goal Clari�cation in Higher Education

There is a long tradition of applying goals to the academic arena (Morisano, 2013).
Simply elaborating on personal goals and the ideal future can signi�cantly increase
academic performance (Schippers et al., 2020), especially for the extreme group of
struggling students (Morisano, 2008; Morisano and Shore, 2010). These �ndings im-
ply that students can bene�t from interventions that let them think about, clarify
and construct personal educational goals. This �nding has signi�cant implications
for goal-setting research in higher education. Studies can be designed as goal-setting
interventions with personal relevance for participants, potentially increasing intrin-
sic motivation and facilitating the success of recruitment procedures.

In the German context, the EU-wide Bologna reforms have introduced new chal-
lenges, particularly for Bachelor students, for whom the transition to work requires
an increasingly high degree of professional goal orientation and self-control (Olos,
Hoff, and Härtwig, 2014). However, many students are relatively poor at formu-
lating intrinsic study goals. Studies suggest that they can signi�cantly bene�t from
support to formulate and maintain a commitment to self-set goals (Schippers et al.,
2020).

The three goals of the study outlined in this chapter were to collect a set of realis-
tic educational goals in natural language, develop a tagset that is suitable to describe
the characteristics of students' goals and, in the future, to train machine learning
models to predict the characteristics of unseen goals.

3.2 History of Goal Characteristics Assessment

Describing and measuring the characteristics of goals has a long history, but a com-
prehensive system unifying the plethora of previous attempts is a blank spot in goal-
setting research. In this section, we introduce some in�uential classi�cation systems
without claiming completeness.

Bloom's Taxonomy of Educational Goals (Bloom et al., 1956) is an early approach
to structuring educational objectives. The original taxonomy entails the six graded
levels of cognitive learning goals: Knowledge, comprehension, application, analy-
sis, synthesis, and evaluation, and has been adapted and re�ned since its' develop-
ment in the 1950ies. Since its' development, it has been broadly applied in higher
education and is a topic of ongoing debate. In developmental psychology and edu-
cational psychology, there is a line of research about achievement goals (Murayama,
Elliot, and Friedman, 2012) that led to a 2 x 2 model (Elliot and McGregor, 2001)
and a 2 x 3 model (Elliot, Murayama, and Pekrun, 2011). The foundation for the 2
x 2 model is a distinction between two types of educational goals, termed learning
goals and performance goals by Dweck (Dweck, 1986) or task-involvement goals
and ego-involvement goals (Nicholls, 1984; Nicholls, 2017). With performance (or
ego-involvement) goals, students focus on their abilities and sense of self-worth,
achieving ability by surpassing normative-based standards or the performance of
others. By contrast, learning, mastery, or task-involvement goals re�ect the belief
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that effort and outcome co-vary. They thus highlight intrinsic motivational pat-
terns. In contrast to performance goals, mastery goals are evaluated based on self-
referenced standards (Ames, 1992). The mastery-performance distinction is related
to implicit theories about the changeability of intelligence and competence. If an
individual implicitly assumes that those two variables can be changed by effort and
learning processes, it is worth investing in related self-improvement. If, in contrast,
an individual assumes that those parameters are static, then it is rational to minimize
task costs.

There are some issues with theoretical clarity in motivational constructs (Pin-
trich, 2000a). These conceptualizations have in common that one conceptual extreme
is mastering a task to learn or simply solve the task for its own sake, while the other is
solving a task to demonstrate personal competence or perform well. These early con-
ceptualizations converged in the mastery goal-performance goal dichotomy, form-
ing the �rst dimension of the 2 x 2 model. The second dimension of valence dis-
tinguishes between positive approach-goals and negative avoidance-goals, devel-
oped by Elliot and colleagues (Elliot and Harackiewicz, 1996; Elliot and Church,
1997; Elliot, 1999). The resulting 2 x 2 matrix contains mastery-approach goals,
mastery-avoidance goals, performance-approach goals, and performance-avoidance
goals. Both types of mastery goals correlate with intrinsic motivation, performance-
avoidance goals correlate with dysfunctional learning strategies, and low grades
and performance-approach goals predict high grades (Elliot and Church, 1997). In
the 2 x 3 model, a trichotomy related to the reference frame of goal de�nition re-
places the mastery-performance dichotomy in the de�nition dimension: A goal can
be de�ned relative to one's past achievements (self) by the concrete task (task) and
relative to other persons (others). This new distinction results in six goal types:
self-approach, self-avoidance, task-approach, task-avoidance, other-approach, and
other-avoidance goals.

There is empirical evidence for these discrete variables' interaction effects on out-
come variables, such as intrinsic motivation, grades, and quality of learning strate-
gies. Furthermore, there are conclusive theoretical explanations for these effects. A
weak point of both models is a simpli�cation of discrete variables, which assumes
distinct sets of goals. Instead, we think it is more realistic to model the dimensions
of the 2 x 2 model as continuous variables, where a goal can have components of
mastery (I want to understand the concept of factor analysis.) and performance (I want to
pass the statistics test with a good grade.) in the same goal. Furthermore, this goal char-
acteristic may change over time; perhaps mastery is more substantial when starting
learning for the exam, and the performance aspect reaches a peak shortly before the
exam.

The 2 x 3 model is even more apart from reality because, at �rst, its reality is
not discrete in the reference frame dimension, either, and second, the trichotomy
does not �t into one continuous dimension. A prospective approach could be to de-
velop a 2 x 2 x 2 model, perhaps with the dichotomies approach-avoidance, mastery-
performance, and internal-external reference frame.

The goal-setting theory assumes that goals are cognitive representations of what
individuals are trying to accomplish and their purposes or reasons for attempting
a task. They are inherently cognitive and assumed to be accessible by the indi-
vidual. This accessibility, however, is not necessarily a given, and, in real-world
contexts, students spontaneously formulate much more varied goals. Furthermore,
each achievement goal category potentially encompasses many different sub-levels
of goals. By way of illustration, Elliot and Thrash (Elliot and Thrash, 2001) differ-
entiate between high-level striving, e.g., learn as much as I possibly can at school this
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yearand lower-level striving, e.g., get at least 45 out of 50 problems correct on my math
exam. Hence the kind of goals that students freely formulate may be simple task-
based target goals, overarching goal orientations, or goal complexes. In addition,
goals are cognitive representations and, as such, are expected to be adapted based
on contextual sensibility (Pintrich, 2000b).

Although these goal categories are traditionally theorized as dichotomous and in
opposition to one another, empirical correlational studies based on survey data have
reported con�icting results with positive, negative, and non-signi�cant correlations
between the supposedly opposing types of goals (Pintrich, 2000a). A further issue
with such goal classi�cation schemes concerns the consciousness or cognitive acces-
sibility of motivational constructs and thus whether students can accurately report
on their motivation (Murphy and Alexander, 2000).

For instance, Elliot and Church (Elliot and Church, 1997) devised a question-
naire to assess college students' adoption of mastery, performance-approach, and
performance-avoidance achievement goals. Participants responded to six items,
such as It is important to me to do better than the other studentsand I want to learn as
much as possible from this class, on a 7-point Likert scale ranging from not at all true
of meto very true of me. Important to note is that this questionnaire asks about the
individual, not the goal, which reveals the in�uence of motivation research tradition.

Also, in the German higher education context, Ahn and colleagues (Ahn et al.,
2012) applied both previously established goal categories and added new categories
based on interviews and questionnaires with students and lecturers. These cate-
gories re�ect goals related to choosing a particular course of study. The authors
classi�ed them into six supra-categories. Ahn et al. (Ahn et al., 2012) proposed a
four-level hierarchical model of study goals based on the data collected. The highest
level represents the overarching aim of living a good life. The second level differen-
tiates between goals concerning students' university studies and those concerning
life after graduation. The model's third level concerns the goal's contextual envi-
ronment: at university vs. outside the university and private vs. professional lives.
The fourth, most �ne-grained level, distinguishes between self-focus vs. other-focus,
high vs. low involvement in the learning process, professional vs. personal consid-
erations, and ful�lling personal wishes vs. those of others.

Travers and colleagues (Travers, Morisano, and Locke, 2015) explored the types
of academic performance-related growth goals students choose to set themselves as
part of a personal growth goal-setting program. The authors subsumed these goals
into three broad categories:
(1) personal organization and time management;
(2) emotional and psychological control; and
(3) interpersonal skills development,
stressing that these need not be discrete categories. Similarly, as part of an ex-
tensive quasi-experimental goal-setting intervention program, Schippers and col-
leagues (Schippers et al., 2020) categorized students' self-set goals with a set of seven
categories based on life domains: academic, career, social relationships, material,
physical health, mental well-being, and miscellaneous. Two independent raters clas-
si�ed the goals according to these seven categories, and Schippers et al. (Schippers
et al., 2020) report high inter-rater agreement scores of k = 0.85–0.87.

In this chapter, two approaches to measuring goal characteristics are introduced:
The �rst external approach was based on six raters, tagging a set of goals with tags
from a tagset, and the second is an internal approach, based on self-assessment with
Likert-scale items.
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3.3 A Tagset for the External Assessment of Goal Character-
istics

This chapter has partially been published in “Goal Trees as Structuring Element in a Digital
Data-Driven Study Assistant” (Weber, 2019), “A Tagset for University Students' Educa-
tional Goals” (Weber and Le Foll, 2020), and “Characterizing Personal Educational Goals:
Inter-rater Agreement on a Tagset Reveals Domain-Speci�c Limitations of the External Per-
spective” (Weber and Thelen, 2022a).

This section summarizes an approach to measuring goal characteristics from an
external perspective.

3.3.1 Introduction

Previous studies on students' personal educational goals have tended to focus on
one or two study disciplines (most frequently economics, management, and psy-
chology), and attempts to classify freely formulated study goals have usually been
restricted to a handful of inclusive goal categories, with only a few studies provid-
ing evidence for validity beyond the conceptual level, or reliability, such inter-rater
agreement scores. By contrast, the present study seeks to create and validate a tagset
that covers a broad range of characteristics of individual educational goals of uni-
versity students. The tagset is inspired by and evaluated based on a data set of goals
from three German universities from a broad range of disciplines. Ultimately, we
hope that such a tagset, together with an extensive, reliably manually tagged train-
ing data set, may later be used by a digital study assistant to automatically analyze
students' self-set goals to design personalized goal-directed recommendations.

3.3.2 Methods

In the �rst, the data processing subsection, we outline the data processing start-
ing from the recruitment of participants and ending with the �nal data analysis.
In the following second subsection about the technical setup, the software architec-
ture allowed smooth integration into the local learning management system Stud.IP 1

(Stockmann and Berg, 2005) and was mostly "hand-coded", is described. The tagset
is introduced and enriched with literature for further reading in the third subsection.

Data Processing

The procedure is summarized in �gure 3.2 First, we invited students from the uni-
versities of Bremen, Hannover, and Osnabrück across all study programs to partic-
ipate in the study using existing university- and faculty-speci�c email mailing lists
and advertising on the universities' local learning management system (LMS). The
sampling technique used was a combination of self-selection and convenience sam-
pling (Oates, 2006).

The link provided in the emails and the LMS adds redirected students to a web-
based interface embedded in the universities' local Stud.IP learning management
system. The web page detailed the SIDDATA project's broader aims of creating
a digital study assistant and encouraged students to participate by citing research

1Stud.IP is an open-source campus management system (CMS) and Learning management system
(LMS) for universities, schools, companies, organizations, and government agencies. It provides inter-
faces that allow the integration of external systems and applications. More information is available on
the project homepage at https://www.studip.de.
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showing that the formulation of personal goals can positively contribute to attain-
ing them (Locke and Latham, 2002).

A gami�cation element provided further motivation: The interface informed stu-
dents that, on submitting their goals, they would be able to see the n most frequently
submitted goals of all students after the data collection ended, where n is the num-
ber of goals they submitted themselves. So if a student submitted four goals after
the data acquisition ended, the student would get to know the four most frequent
goals. Due to the uniqueness of most of the goals collected, we showed participants
the n most frequent goal tags instead of the concrete goals.
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FIGURE 3.2: Data Acquisition Procedure as Described in Weber and
Le Foll, 2020.

The university data protection of�cials checked and approved the data collec-
tion procedure to align with GDPR. In the �rst text box of the input interface, we
informed participants about the pseudonymization procedure of their data. They
could opt-in to have personal information about their course and current semester
of study saved alongside their goals. The exact information saved was displayed
next to the check box. The second text box required participants to input their goals
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one by one. They also had the option of deleting previously submitted goals.
Post-data collection, one of the researchers iteratively tagged a random sample

of 400 goals, following a cyclical, data-driven process, and four project members dis-
cussed and improved the proposed tags. The resulting rater manual describing the
tags and criteria for their assignment can be found in Appendix D (German) and
Appendix E (English). Six independent raters then applied the �nal tagset to the
complete set of goals collected. The raters took binary decisions for each goal/tag
combination. Post-manual coding meta-tags were assigned rule-based and auto-
mated by a python script. For instance, if a rater assigned the tags Orientation to the
goal Promotionsstelle bekommen(get a Ph.D. position), the meta-tag Career goalswas au-
tomatically added because the assigned tag belongs to the group of tags, subsumed
by this meta-tag. Additionally, following Bloom's (Bloom et al., 1956) taxonomy of
educational objectives, the tags subsumed under the meta tag Education goals were
hypothesized to be sequentially dependent: Personal growth> Competences> Com-
prehension> emphKnowledge. Consequently, if a goal was tagged as Competences,
the tags Knowledgeand Comprehensionwere automatically assigned to that goal, too.
The dataset, including analysis scripts in Python, is available in the osnaData repos-
itory 2.

Sample

In total, 732 students participated in the study. Among the participants, 74.69%
percent agreed to provide data about their subject, degree type, and semester. 2.262
goals were generated so that, on average, participants provided around three goals
each. The length of goals varied from single words to several elaborate sentences
with word counts from 1 to 39 and an average of 3 words. The number of characters
per goal ranged from 3 to 276, with an average of 27. All in all, we tagged 2262 goals
with 295.334 manual ratings. Due to time and resource constraints, the six raters
did not tag the entire data set. A table listing the missing ratings can be found in
Appendix C.

Krippendorff's a as a Metric for Inter-Rater Agreement

We used Krippendorff's a (Krippendorff, 2004) to quantify inter-rater agreement
since it can handle missing data and is comparable to many other well-known met-
rics (Krippendorff, 2004).

Krippendorff's a in its most general form is de�ned as

a = 1 �
Do

De
(3.1)

where Do is the amount of observed disagreement and De is the amount of ex-
pected disagreement, based on chance.

Relative tag frequencies were calculated for each tag across all ratings by all
raters. Data analyses were carried out in Python 3.7 using the Pandas (McKinney,
2010), NumPy (Oliphant, 2006), and Statsmodels (Seabold and Perktold, 2010) li-
braries.

2Weber, Felix; Thelen, Tobias, 2022, "Students' Educational Goals in Natural Language",
https://doi.org/10.26249/FK2/UJWLJ2,osnaData,V1
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Technical Setup

We implemented the software for data acquisition, storage, processing, and analy-
sis as a web application. The user interface for data collection (also referred to as
frontend) was integrated into the Stud.IP learning management system (Stockmann
and Berg, 2005), and is a plugin coded in the PHP scripting language (Kunda and
Siame, 2017). The plugin's job was to react to user input, send data to the backend,
and visualize the stored data. The user interface offers a checkbox asking for user
consent for study information data processing and a text input asking for goals in
natural language. Inserted goals are displayed, and clicking on a trash icon leads to
deletion. A screenshot of the graphical user interface can be found in �gure 3.3.

FIGURE 3.3: Screenshot from the Web Interface Used for Data Acqui-
sition.

The backend server runs on a virtual machine with the Ubuntu Linux operating
system, as an application written in the python3 programming language and based
on the Django web framework (Django Software Foundation, 2013; Holovaty and
Kaplan-Moss, 2007) and using a PostgreSQL database (Stonebraker and Kemnitz,
1991).

Backend and frontend communicate via a RESTful interface, using textual rep-
resentations with a stateless protocol. The backend can receive, transfer, update
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FIGURE 3.4: The 28 Tags are Grouped into 7 Groups and Metatags.

or delete data through requests formatted, following the JSON-API standard. The
transfer of data is implemented over SSL-encrypted channels to ensure data secu-
rity. HTML views provided by the backend implemented the goal tagging. Each
rater used personalized credentials to log in at any place and time via a web inter-
face. Technically this setup was realized using in-built mechanisms of the Django
framework, such as the Django template engine, the object-relational mapping, and
Django's native authentication system.

Development of the Tagset

The iterative development process of the tag set started with a preliminary data set
of 400 goals and background knowledge about previous research. The �nal tagset
consists of 28 tags, organized in 7 groups, each resulting in a meta-tag, which applies
for a goal if at least one of the subsumed tags is assigned (see Figure 3.4).

Private or Professional

The distinction between private and professionalgoals originates in our interest to
know whether students pursue educational goals to �nd a job and earn money or
for personal reasons, such as a thirst for Knowledgeor Personal growth. Conceptually
the distinction is related to the two sets of career goals(which can be considered pro-
fessionalbecause they are related to external rewards) and educational goals(which
can be considered asprivatebecause they are related to personal development).

Career Goals

The set of career goalscontains speci�c formal achievements in an educational ca-
reer and more abstract goals related to professional success or earning a living in the
future. They are semantically related to performance goals in terms of the achieve-
ment goal literature because they aim at benchmarks of the educational and societal
surrounding 3.

3Except for the Orientation tag, which can be considered an educational goaldirected towards Knowl-
edge, Comprehension, Competences, and Personal growthin the domain of �nding a path through a pro-
fessional career.
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Grades: This tag is applied to goals aiming at a speci�c grade and passing an exam
or a course, as passing is usually equivalent to achieving at least a certain degree.

Duration of studies: This tag applies to goals that aim to complete a study pro-
gram at a speci�c time, within a certain time frame, or generally as soon as possible.

Graduation: This tag applies to a certain degree or professional position, such as a
teacher or lawyer.

Orientation: This tag applies to goals that aim to clarify one's aspired degree, oc-
cupation, or other professional goals.

Career opportunities: This tag applies to all goals that aim to improve job situa-
tions and perspectives.

Networking: This tag applies to goals that aim to establish and strengthen per-
sonal contacts for career building.

Status and wealth: This tag aims at degrees, income, prestige, titles, power, re-
sources, or possession.

Security: This tag applies to goals directed to establishing material or professional
security.

Educational Goals

Educational goals are conceptually related to mastery goals in the achievement goal
literature, insofar that learning or acquiring a competence or growing as a person is
the essence of the goal. The educational goal tags are inspired by Bloom's Taxonomy
of Educational Goals (Bloom et al., 1956), which is an early approach to structuring
educational objectives. The proposed taxonomy entails knowledge, comprehension,
application, analysis, synthesis, and evaluation. We adapted Knowledgeand Compre-
hensionfrom this set and subsumed application, analysis, synthesis, and evaluation
under the tag Competencesbecause we understand all four as types of skills. As the
highest-level tag for this group of tags, we added the Personal growthtag.

For the educational goals, we de�ne a recursive subsumption relationship: Per-
sonal growthrequires acquiring competencies, which require at least a certain degree
of comprehensionwhich requires a certain degree of knowledge. In practice, we in-
structed the raters to assign only the highest goal tag in the subsumption hierarchy
to avoid redundant mouse clicks. A Python-script post-tagging automatically com-
plemented the subsumed lower tags (see �gure 3.2).

Knowledge: This tag applies to goals that are related to the acquisition of knowl-
edge.

Comprehension: This tag applies to goals related to understanding, which goes
beyond Knowledgeand subsumes it.
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Competences: This tag applies to goals related to acquiring an ability or a skill. It
goes beyondComprehensionand subsumes it.

Personal growth: Personal growth goals are directed toward self-improvement.
Self-improvement motivation is a relevant motivational tendency in meta-cognition
(Jiang and Kleitman, 2015). Growth goals predict Subjective Well-Being (SWB) in the
future (Bauer and McAdams, 2010).

Social Goals

Institutionalized learning in schools and the higher education system usually occurs
in a group context of classes, courses, study programs, study groups, or homework
groups. Perceived social support can positively affect motivation and achievement
of educational goals (Song et al., 2015). Public commitment to a goal can improve
goal commitment (Locke and Latham, 2002). Maslows' theory about basic human
needs assumes a strong need for love and belongingness (Maslow, 1943) and psy-
chologists assume that attachment and relatedness are central antecedents for eudai-
monic well-being (Ryan and Deci, 2001). In the set of goals, we identi�ed two types
of goals related to these needs:

Communication and contact: This tag applies to goals that aim to meet and com-
municate with other students or lecturers.

Volunteer work and idealism: This tag applies to goals related to serving or work-
ing for a good cause. Examples are working for an NGOor Getting engaged in the
student's union.

Concrete Goals

The reason for this group of tags is the development of a digital study assistant
for higher education. For each of the Concrete goals, the digital study assistant will
be able to derive recommendations and reminders. Therefore, with data from this
study, we plan to train a machine learning model to detect those speci�c goals.

Work(-related) experiences: This tag applies to internships and student jobs.

Going abroad: This tag applies to students' interest in going abroad to study or
do an internship. Universities provide a broad range of support services for such
endeavors, which the digital assistant can recommend.

Foreign languages: This tag applies to language learning goals. The digital as-
sistant can recommend language courses and exchange programs based on such a
goal.

Academic and scienti�c skills: This tag applies to goals related to scienti�c meth-
ods, for which a broad range of extracurricular activities and learning opportunities
exist, which are not evident to students. A digital assistant can potentially unlock
such learning opportunities.
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Programming skills: This tag applies to goals aimed at programming or other
computer-related skills. Digital technologies are essential for all academic disci-
plines, but �nding the right learning opportunities within the university may be
non-trivial for students from non-technical �elds.

Temporal Horizon

The temporal scope of goals is a characteristic that goal-setting researchers have
investigated for a long time. In the classical goal-setting literature by Locke and
Latham (Latham and Brown, 2006; Locke and Latham, 1990; Locke and Latham,
2019), a dichotomous distinction between proximal and distal goals has been made.
Processes of self-regulation in education occur on the micro- meso- and macro-level.
These terms refer to single learning sessions, organization and time management
during a semester, and planning an education pathway through a study program
or even life-long learning. In the context of an educational goal-setting interven-
tion, it is unlikely that students will formulate goals on the micro-level in just a few
hours. The reason is that humans tend to commit only to goals that they assume to
be within their abilities (Locke and Latham, 1990). So if a goal on the micro-level is
feasible, it can be selected to be executed. If it is not feasible, acquiring the required
competencies exceeds the micro time level, and the temporal scope of the resulting
learning goal is at least on a meso-level. Consequently, the time frames below one
semester are not covered by the tagset. The following tags operationalize the tem-
poral horizon of educational goals:

Within this semester: This tag re�ects the educational environment which offers
educational activities structured in semesters. In most cases, these activities have
a performance measure or examination component, which results in a certi�cate
as a building block for a degree. We expected individual goals without curricular
connection to be rare. So the rationale behind this tag is to apply it to courses and
exams.

During studies: This tag implies that a goal will be completed during academic
education.

Post-graduation: This tag applies either to abstract distal learning goals, such as
understanding data science, or Career goalswith a scope beyond a study program, such
asbecoming a data scientist.

Other Tags

This set of goal tags contains tags that do not �t into the other meta-tags, which are
semantically related.

Fun, happiness and satisfaction: This tag applies to goals with a hedonistic orien-
tation. An example is enjoying college life.

S.M.A.R.T goals: Speci�c, measurable, assignable, realistic, and time-related goals
were by Doran (Doran, 1981) in the context of management objectives to increase
the clarity of goals and make them actionable and controllable. These aspects of
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goal setting are essential for estimating goal achievement duration, effort, and cir-
cumstances. Goal speci�city increases the probability of goal achievement (Locke
et al., 1989; Seijts et al., 2004).

Too vague: This tag applies to goals that are so unspeci�c that hardly any tag can
be assigned. An example from the data set is make experiences. Although one can
subjectively imagine what this formulation might mean, it is hard to be alive without
making experiences. So this example is too vague to apply any tag than this one.

Non-sensical or non-genuine: This tag applies to goals that the raters expect not
to be a serious goal but a joke. The goal Gucci Socken(gucci socks) pointed at the
necessity for such a tag. In some cases, the decision from an external perspective is
non-trivial. For example, the tag cannot be assigned without knowing the context
of the goal Massenvernichtungswaffen(weapons of mass) destruction]. Nevertheless, all
raters tagged it a non-sensical, following their subjective view.

3.3.3 Results

Post-coding, the data cleaning process involved excluding goals identi�ed by the
raters as non-sensical utterances and non-genuine goals (a = 0.712), resulting in a
total of 2.204 goals to be further analyzed. The results are summarized in Figures
3.5 and 3.6, which show relative frequencies in percent and Krippendorff's aas a
measure for inter-rater agreement.

Inter-Rater Agreement

The overall meager inter-rater agreement rates reveal that, in practice, many of the
tags proved rather dif�cult to distinguish. Thus, it was initially assumed, in line
with Ahn et al.'s (Ahn et al., 2012) hierarchical goal model, that every goal would be
assigned the meta-tagPrivate or Professional; in other words, that every goal would
be classi�ed as either related to private, or professionallife plans. However, 57.19% of
goals were not assigned this meta-tag in practice. By contrast, in a few cases, both
the private AND the professionaltags were assigned to the identical goal. Thus, it
would appear that educational goals are often tied to both personal and professional
interests and that, in many cases, the two cannot be disentangled easily.
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FIGURE 3.5: Krippendorff's a is a Measure for Inter-Rater Agreement
of all Tags and Meta-Tags (Interpretation: a � 0.800 Tentative Con-

clusive, a � 0.667 Acceptable According to Krippendorff, 2004.)

Conceived as a pragmatic way to make the fuzzy concept of distal and prox-
imal goals operational, the temporal scope of goals was also often hard to deter-
mine without additional background information. The ascores for the three tem-
poral tags Within this Semester, During Studies, and Post-graduation are among the
lowest. Theoretically, these three tags cover all the possible temporal scopes of study
goals. Hence, in principle, at least one of the tags should apply to each goal formu-
lated. However, as many as 67.14% goals were not assigned a temporal tag. On the
one hand, this circumstance was due to participants not assigning explicit temporal
scopes to their goals and, on the other, to implicit temporal scopes not being inferred
by the raters.

Similarly, the inter-rater agreement rates reported for the educational goalstags
are surprisingly low. This �nding is due primarily to participants' often very sparse
elaboration of goals. Thus, many participants formulated goals that read Lernen
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[learn/revise] or Neue Inhalte erlernen[learn new things], for which even the four
broad educational goalstags of the present tagset (see �gure 3.4) were already too
detailed.

The security (job and �nancial security) tag was also frequently dif�cult to as-
certain. Again, goals explicitly mention these factors are rare, e.g., Ein eigenes Haus
haben(be a homeowner). Raters also reported that the tagsnetworking(assigned to 46
goals) and communication and contact(assigned to 76 goals) were hard to distinguish.
The tagset included this distinction in the hope of tapping into the motives behind
the two-goal types. On a practical level, however, raters frequently lacked contextual
information to disambiguate the two, so 22 goals were assigned both the networking
and communication and contacttags. It is worth noting that, in German culture, admit-
ting to building relationships purely for professional reasons is often not regarded as
socially acceptable and may be perceived as sel�sh. On the other hand, concrete goals
tags, such as those referring tolearning a foreign language, studying abroad, graduating
quickly: duration of studies, acquiring programming skills, obtaining good grades, and
gathering work experience, have a high inter-rater agreement. This �nding is probably
due to their speci�city, their non-ambiguity, and because they are widespread and,
consequently, familiar to the raters, who were university students themselves.

Relative Frequencies

Due to the number of students (n = 732) and, in particular, the uncontrolled variables
in the selection of the participants, the external validity of the relative frequencies
presented in �gure 3.6 towards a generalization of the goal characteristics of univer-
sity students is inherently limited. Nevertheless, they reveal that the most frequent
tags assigned to participants' self-set goals arecareer goals, knowledge, during studies,
competences, and graduation. Career goalsrefers to goals related to either studies or
work instead of private goals; hence, this �nding was expected. Goals tagged as
during studiessuggest that the majority of students' goals do refer to their current
student status, instead of more long-term goals referring to their professional lives
beyond their studies.

Indeed, many of the participants' goals revolved around learning objectives and
were thus assigned the tag knowledge. However, these goals were often highly un-
speci�ed: many simply stated Wissen(knowledge) or Lernen(learning), courses or
broad disciplines, e.g., Biologie(biology), Statistik bestehen(pass statistics). Other stu-
dents formulated longer but even more general goals such as Mehr Wissen sammeln,
allgemein und fachspezi�sch(gather more general and subject-speci�c knowledge).
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FIGURE 3.6: Relative Tag Frequencies.

Across all degree programs, many students articulated a wish to improve their
foreign language skills. Nevertheless, a relatively high proportion of goals were also
assigned the tag Competences, which refers to applying comprehended knowledge.
Such goals were often more speci�c, so the tag Competenceshighly correlates with
the tags corresponding to speci�c skills such as programming and foreign languages
skills. However, it was also frequently assigned to goals referring to critical thinking
and soft skills, for which no speci�c tags are included in the present tagset. It is
striking that such goals are also frequently formulated in a very abstract manner,
e.g.,eine weitere Sprache erlernen(to a learn another language).

Given these examples, it will be no surprise that the relative frequency of SMART
goals is low. The inter-rater agreement rate for SMART goals is also surprisingly
low: this is due to a disagreement between the raters as to whether goals were refer-
ring to graduation, which was also among the most frequent, e.g., Master abschließen
(complete my Masters), should be considered speci�c, measurable, achievable and
time-bound ( S.M.A.R.T).
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