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Abstract

Humans interact with each other and with their environment. On the one hand, language is
shaped by these interactions as we communicate about our experiences. On the other hand,

language shapes these interactions as we use it to act in the world (by informing, requesting,

promising, and so on). As a consequence, language is intertwined with many cognitive functions,

such as perception, action, and social reasoning. To understand how language emerged and

evolved, as well as how language is learned and used, it is important to take these connections

into account. This thesis presents three case studies that investigate interfaces between language

and other areas of cognition. The case studies use computational, agent-based models to study

language acquisition and language emergence phenomena. We follow a long tradition of

modeling interactive language use in the form of communication games. In all case studies,

the agents play games that involve generating and/or interpreting references to objects, which

is a simple but fundamental use of language. The agents are implemented as artificial neural

networks. Artificial neural networks not only dominate machine learning research but are also

popular as models of cognitive functions. We use the case studies to learn about cognitive

mechanisms related to language as well as to suggest ways in which artificial neural networks

may benefit from integrating such mechanisms. Case study 1 shows how reasoning about the

speaker’s intention and the context can help children learn the meanings of new words. Case

study 2 demonstrates how considerations about the context can lead to the emergence of object

references at different levels of specificity (as in “Fido”, “dalmatian”, “dog”, “animal”). Case

study 3 models aspects of the bidirectional influence between visual perception and (emergent)

language. In general, I argue that the combination of communication games and artificial neural

networks generates a versatile framework for studying language–cognition interfaces. A holistic

approach to modeling language will increase our understanding of how humans learn and use

language as well as our ability to emulate this behavior in machines.
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1 General Introduction

1.1 Overview

Language is grounded in our experience of the world (Barsalou, 2008) and serves to coordinate

with others (Clark, 1992; Lewis, 1969). The meaning of a word cannot solely be determined

by its connections to other words. To avoid an infinite regress, the meaning of a word must

ultimately be connected to reality (Harnad, 1990). Further, language is fundamentally used

for interpersonal communication. While our experience of the world gives meaning to the

building blocks of language, the meaning of an utterance can only be understood in relation to

the agents involved, their intentions, and the context in which the utterance is made. Language

is therefore intrinsically linked to other cognitive domains, including action and perception

(Pecher & Zwann, 2005), social cognition (Holtgraves & Kashima, 2008), and emotion (Barrett

et al., 2007). To understand how language emerges and evolves as well as how it is learned and

used, it is important to take these connections into account. In this thesis, I seek to integrate

insights from cognitive science, evolutionary linguistics, and artificial intelligence (AI) toward

the goal of modeling language learning and language emergence phenomena in the broader

context of cognition.

Cognitive science and AI research have long been working with computational models of

grounded language, in which simulated or robotic agents develop their own communication

system through interactions with each other and the world (Cangelosi, 2010; Lyon et al., 2007).

These approaches have been used to study the link between language and cognition as well as to

investigate how linguistic capabilities can be designed in artificial agents. A popular framework

for simulating how agents learn or create a language are communication games (Cangelosi

& Parisi, 2002; Franke & Wagner, 2014; Kirby et al., 2014; Lazaridou & Baroni, 2020; Steels,

1997). In these games, there is usually a population of agents with certain linguistic knowledge.

The game requires the agents to exchange information through communication. The agents

use feedback from the environment, such as rewards, to improve language production and

comprehension. Communication games reduce the complexity of real linguistic interaction,

allow for game-theoretic analysis, and can easily be combined with various frameworks for

learning and evolution.

Artificial neural networks (ANNs) are a popular choice for modeling the agents in language

learning and language emergence simulations (Cangelosi & Harnad, 2000; MacWhinney, 1998;

Westermann & Twomey, 2017) because they can extract complex word-meaning associations

directly from their experience with the environment and naturally simulate an incremental

learning process. More recently, deep neural networks (DNNs), combined with the availability

of large data sets and increasing computer power, have enabled experiments with raw pixel

inputs (e.g., Lazaridou et al., 2018; Vong & Lake, 2020), simulated environments (e.g., Hermann
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et al., 2017; Hill, Clark, et al., 2020), natural language (e.g., Hermann et al., 2017; Lazaridou et al.,

2020), and large scale group interactions between relatively complex agents (e.g., Chaabouni

et al., 2022; Harding Graesser et al., 2019). These developments unlock new possibilities for

studying language learning and language emergence phenomena as well as for bridging the

gap between small-scale, hand-crafted experiments and real-world applications.

Also the fields of natural language processing (NLP) and machine learning (ML) more broadly

are recognizing the need to account for the grounded and functional nature of language

(Bernardi et al., 2015; Bisk et al., 2020; McClelland et al., 2020). NLP research is currently

dominated by DNN language models that are trained on massive amounts of text data scraped

from the internet. These models achieve impressive performance on various tasks, such as

translation, question answering, reading comprehension, or summarization (e.g., Devlin et al.,

2019; Radford et al., 2019). However, language models are trained to predict a probability

distribution over the vocabulary given some linguistic context, which means their language

understanding is based on language in isolation. As a result, they can fail to capture grounded

features of words (Lucy & Gauthier, 2017) or to perform experience-informed inferences (Peng

et al., 2015), and generally display limited ability to understand situations (McClelland et al.,

2020).

This thesis builds on efforts in cognitive science, AI, and evolutionary linguistics that use

simulations with artificial agents to study language learning and language emergence. In

particular, I present three case studies that investigate phenomena related to the physical or

social context of linguistic experience. All case studies use a simple setup where artificial

agents, implemented as ANNs, aim to successfully generate or interpret referential expressions.

However, they go beyond traditional setups by incorporating pragmatic reasoning (case study 1),

effects of context (case study 2), and interactions between language and perception (case study

3). The first case study examines the effect of pragmatic reasoning on word learning, focusing

on a specific word learning bias. The second case study examines how considerations about

the context can lead to the emergence of object references at different levels of specificity. The

third case study is concerned with the mutual influence between language learning/emergence

and the formation of perceptual representations. Together, the case studies demonstrate how

specific language-related phenomena can be captured by taking a holistic stance on language,

and at the same time, they suggest potential improvements to AI and ML models.

In the remainder of the introduction, I will elaborate on the aforementioned subjects. Section

1.2 explains in more detail what it means for language to be grounded and functional as well

as how communication games can be used to simulate interactive language use. Section 1.3

briefly introduces ANNs and then reviews selected ANN models of language acquisition and

language emergence. Section 1.4 introduces the case studies. Each case study is embedded into

relevant background information and a short overview is provided. The case studies themselves

will be reported in Chapters 2–4, with each chapter consisting of a lay summary followed by

one of my publications. Finally, Chapter 5 provides a general discussion of this work, including

an outlook and a conclusion.
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1.2 Language in the world

Language is used by agents that interact with each other and with their environment. Language is

grounded in these interactions, which means that words derive their meaning from sensorimotor,

emotional, or other experiences in the world. Language is functional because it can be used in

these interactions to bring about change in the world or in the minds of other agents. We can,

for example, use language to provide information, express internal states, and make requests

or suggestions. As a result, language is intertwined with other cognitive processes, such as

perception and action, social reasoning, memory, and emotion. This section will provide more

details on the grounded nature of language, focusing on the interface between language and

perception/action, and the functional nature of language, focusing on the interface between

language and socio-pragmatic reasoning. Finally, communication games will be discussed as a

framework for simulating grounded and functional linguistic interaction.

1.2.1 Grounded language

In classical cognitive science, cognition was treated as symbol manipulation (Newell, 1980;

Newell & Simon, 1976). Knowledge representations in the form of symbols were considered

to be amodal and distinct from modal representations. In 1990, Harnad formalized the symbol
grounding problem stating that treating cognition as symbol manipulation cannot explain how

symbols derive their meaning:

“How can the semantic interpretation of a formal symbol system be made intrinsic

to the system, rather than just parasitic on the meanings in our heads? How can the

meanings of the meaningless symbol tokens, manipulated solely on the basis of their

(arbitrary) shapes, be grounded in anything but other meaningless symbols? The

problem is analogous to trying to learn Chinese from a Chinese/Chinese dictionary

alone.” (Harnad, 1990, p. 1)

Similarly, treating language as an isolated system allows for descriptions of semantic similarity

but cannot establish a link between words and the objects, actions, or experiences in the world

that they refer to. In line with a general trend at the time, Harnad (1990) proposed that any

knowledge representation must be grounded bottom-up through sensory inputs.

The research program of embodied cognition is based on the idea that the body or the body’s

interactions with the environment play an important role in many features of cognition (for

a review, see Foglia & Wilson, 2013). In line with this view, there is increasing consensus

that language generation and language understanding rely on sensorimotor and emotional

processing. Language trivially depends on perception and action. We can talk about our

experience of the world and some words, like color terms, are directly tied to these experiences.

But it seems that also abstract concepts are constructed from cognitive primitives that are

sensorimotor in nature.
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Two of the most influential theories on how (abstract) concepts are grounded in experience

are Conceptual Metaphor Theory and Perceptual Symbol Systems (Shapiro & Spaulding, 2021).

Conceptual metaphor theory proposes that abstract concepts are grounded through metaphors

(Gibbs et al., 1997; Lakoff & Johnson, 1980, 1999). These metaphors map from a source domain of

embodied experience to an abstract target domain. For example, we can reason and talk about

anger in terms of heat or redness (“Don’t get hot under the collar”, “She was scarlet with rage”,

“Keep cool”), a mapping that reflects changes in our physiology (increase in body temperature,

red face) when we are angry (Lakoff, 1987). Accordingly, metaphors are not only a stylistic device

but fundamental to our thought processes. The theory of perceptual symbol systems proposes

that abstract concepts are grounded in simulations of introspective experience (Barsalou, 1999;

Barsalou et al., 2003). While perceiving examples of a category, bottom-up activation patterns

in sensory and motor areas are stored in long-term memory. Conceptualization of a category

in absence of a stimulus reactivates these patterns. While perceptual symbol systems were

more directly inspired by empirical findings, they are in principle compatible with conceptual

metaphor theory.

Empirical support for the grounding of word meaning in the perception and action systems of the

human brain comes from behavioral, neuroimaging, and neuropsychological studies (for reviews,

see Barsalou, 2010; Glenberg et al., 2013; Kiefer & Pulvermüller, 2012; Pulvermüller, 2018).

Neuroimaging studies show that word and sentence processing activates the corresponding

sensory (visual, auditory, olfactory, and gustatory) and motor areas in the brain and that these

activations are category-specific (Barsalou, 2008; Binder & Desai, 2011; Kemmerer, 2015; Kiefer

& Pulvermüller, 2012; Pulvermüller, 2013). Among others, a functional magnetic resonance

imaging (fMRI) study showed that passive reading of action words referring to face, arm, or leg

actions (e.g. “lick”, “pick”, “kick”) activates similar areas as actual movement of the face, arm, or

legs (Hauk et al., 2004). Interactions between sensorimotor processing and language processing

have also been observed in a series of transcranial magnetic stimulation (TMS) studies (for an

overview, see Barsalou, 2010; Pulvermüller, 2018). In one of these studies, participants had to

perform a lexical decision task involving words describing manual actions (normally performed

with the dominant hand) and non-manual actions (Willems et al., 2011). Participants’ responses

were faster for manual (but not non-manual) words after stimulating the dominant hand area

in the premotor cortex compared to stimulating the non-dominant hand area. Because TMS

actively manipulates neural activation, these findings imply that sensorimotor activations not

only correlate with linguistic processing but also have a causal impact.

The coupling between sensorimotor processing and linguistic processing also establishes a

relationship between the embodiment of emotion and the understanding of emotion-related

language. Different behavioral studies applied manipulations to enforce or inhibit facial

expressions that are associated with certain emotions and showed a causal effect on the

processing of words and sentences about emotional information (Niedenthal, 2007). For

example, in one of these studies, participants received a botox injection that temporarily

paralyzed the facial muscle used for frowning, which is active in the expression of negative

emotions (Havas et al., 2010). The botox injection increased participants’ reading times for
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sentences describing angry and sad situations but not for sentences describing happy situations.

These results suggest that experiencing emotions and processing emotion words rely on the

same cognitive processes.

Language in turn also influences perception. Language has been shown to influence higher-level

processes of perception such as recognition but also lower-level processes such as discrimination

and detection (Lupyan, 2012b; Lupyan et al., 2020). A study related to visual object recognition

showed that the recognition accuracy of ambiguous images
1

increases dramatically when

participants are provided with labels, in the form of a forced-choice selection task or in the form

of a superordinate label (e.g. “musical instrument” if the image displays a trumpet) (Samaha

et al., 2018). In a study by Dils and Boroditsky (2010), participants saw real visual motion, read

a story about physical motion, or read a story about abstract motion. Afterward, they had to

interpret an ambiguous and unrelated image of a bird, which could be seen as facing upwards

or downwards, by drawing a worm into the bird’s beak. Seeing upward or downward motion

but also reading about physical (but not abstract) upward or downward motion increased the

probability of perceiving the bird as moving in the same direction, suggesting that language

understanding can influence our interpretation of visual scenes even when visual and linguistic
content are unrelated.

A large body of evidence for the influence of language on perceptual discrimination comes from

the domain of color vision. Among others, it has been shown that differences in color terms

between languages lead to differences in the ability to discriminate color stimuli (e.g., Roberson

et al., 2008; Winawer et al., 2007). Differences in perception that arise due to different categorical

repertoires are also known as categorical perception effects (Goldstone & Hendrickson, 2010). For

example, Korean speakers distinguish between yellow-green (“yeondu”) and green (“chorok”).

Unlike English speakers, whose basic color terms do not make this distinction, Korean speakers

are faster at discriminating green colors if they fall into different categories in Korean (Roberson

et al., 2008). Moreover, such categorical perception effects can be eliminated when linguistic

processing is suppressed by a verbal interference task (e.g., Winawer et al., 2007). But long-term

experience with a certain language is not required to induce categorical perception effects. Color

discrimination can also be altered short-term by teaching participants new color categories

(Grandison et al., 2016; Ozgen & Davies, 2002; Zhou et al., 2010).

The effects of language on perception go beyond the perception of objects. Emotion words

can play an important role in constructing perceptions and experiences of emotion (for a

review, see Lindquist & Gendron, 2013). In particular, impairing participants’ access to emotion

words reduces their ability to recognize emotions on faces (Gendron et al., 2012; Lindquist &

Gendron, 2013; Lindquist et al., 2014). This effect has, for example, been observed in emotion

response studies, where participants typically have to match pictures of posed facial muscle

movements (e.g. scowls, wide eyes, or smiles) with emotion words (e.g. “angry”, “afraid”,

“happy”). Recognition accuracy drops drastically when participants perform a free labeling task

1
The stimuli were generated by superimposing images of objects onto a patterned background, blurring the resulting

images, and converting them to a black-and-white image based on a threshold.
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instead of a forced-choice task (Lindquist & Gendron, 2013). Language has further been shown

to influence action perception. For instance, Zarr et al. (2013) demonstrated that processing

sentences that describe directional action negatively affects subsequent perception of actions in

the same direction. In their experiment, participants read blocks of sentences that described

either transfer away or toward the reader, using either the leg or the hand (e.g. “Ethan bicycled

the mail to you”). Afterward, participants had to judge the endpoint of videotaped actions. The

error increased if the action direction agreed between the video and the sentences but only if

the same body part was important.
2

Taken together, these findings demonstrate a bidirectional

influence between language and embodied representations (perception, emotion, action).

In general, it has been argued that conceptual representations are dynamic and depend on prior

knowledge and the current task (e.g. Cibelli et al., 2016; Lupyan, 2012b; Lupyan et al., 2020; Regier

& Xu, 2017). They seem to integrate top-down linguistic processes with bottom-up sensorimotor

processes. Language plays the role of abstracting knowledge from concrete experiences, and

influences (often augments) cognition by contributing this abstract, categorical information

(Lupyan & Lewis, 2019). For example, it is easier to learn labeled than unlabeled categories even

when these labels are redundant (Lupyan et al., 2007). Similarly, categories are easier to learn if

the features of the categories are easier to name (Zettersten & Lupyan, 2020). In line with that,

within-category recognition memory is worse when participants label objects than when they do

not because the labeling process distorts the object representations based on top-down category

information. It has been suggested that the integration process of linguistic and sensorimotor

information relies on standard principles of inference under uncertainty (Cibelli et al., 2016;

Regier & Xu, 2017) (see Box 1). This interpretation could help reduce controversy about the

relationship between language and cognition by providing an explanation of different degrees

of language interference based on the degree of cognitive uncertainty.

Box 1. Influence of language on perception as inference under uncertainty

Here, we look at the hypothesis that language influences perception following the principles

of inference under uncertainty. Under this framework, humans take into account categorical

information as well as perceptual information when inferring a stimulus property (e.g. color).

The perception of the stimulus property acts as one cue, 𝑐1, and the information about the

category (label) that is activated by that perception act as another cue, 𝑐2. Bayes theorem

states that the probability of an event 𝐴 given event 𝐵 can be determined by

𝑃(𝐴 | 𝐵) = 𝑃(𝐵 | 𝐴) · 𝑃(𝐴)
𝑃(𝐵) . (1.1)

Given the visual cue 𝑐1 and the categorical cue 𝑐2, stimulus property 𝑆 can be inferred with

Bayes rule as 𝑃(𝑆 | 𝑐1 , 𝑐2) ∝ 𝑃(𝑐1 , 𝑐2 | 𝑆).

2
The authors present different potential explanations as to why the interaction is negative and not positive, assuming

that action planning and sentence processing rely on the same system. For example, one explanation could be that

the action control system is fatigued. Another explanation could be that motion perception becomes relatively

automatic over time, which leads to a down-regulation of activity in the action control system.
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If 𝑐1 and 𝑐2 are normally distributed with 𝑐1 ∼N(𝜇1 , 𝜎1) and 𝑐2 ∼N(𝜇2 , 𝜎2), it follows that

𝑃(𝑐1 , 𝑐2 | 𝑆) ∼N(
𝜎2

2

𝜎2

1
+ 𝜎2

2

𝜇1 +
𝜎2

1

𝜎2

1
+ 𝜎2

2

𝜇2 ,
𝜎2

1
𝜎2

2

𝜎2

1
+ 𝜎2

2

)

(Regier & Xu, 2017). In other words, the mean of the distribution is a weighted average of the

means of the cues, and the weight for each cue increases with the uncertainty (i.e. variance)

about the other cue. As a result, activated categories will have a stronger influence on the

inference process if the stimulus perception is not very reliable.

Figure 1.1 illustrates the principle of inference under uncertainty for color labels. For a

yellow-green stimulus, a native speaker of Korean will activate the category “yeondu”

(“yellow-green”), while a native speaker of English will activate the category “green”. As a

result, the reconstructed stimulus will be shifted more toward the center of the green colors

for English speakers than Korean speakers.

Figure 1.1: Qualitative example of how language may influence perception in a process of inference under

uncertainty.

1.2.2 Functional language

We saw above that traditional cognitive science approached language as symbol manipulation

that occurs in isolation from other cognitive processes. Similarly, some traditions in linguistics

approached language as an abstract system that can be analyzed in isolation from its (contextual)

use (e.g., Chomsky, 1965). However, language can also be viewed as a tool to achieve goals,

whereby to use language means to perform an action (Austin, 1962; Wittgenstein, 1953).

Importantly, this action involves other people and is inherently social. According to Clark (1996,

p. 3), language use is “the joint action that emerges when speakers and listeners—or writers

and readers—perform their individual actions in coordination, as ensembles”.

The discipline in linguistics studying the flexible use of language in context is called pragmatics.
Pragmatics emerged between 1950 and 1960 under the strong influence of John Austin and Paul

Grice. Logical positivism had primarily analyzed language as a means to make factual assertions

that can be evaluated in terms of their truth conditions (Bechtel, 1988). The Speech Act Theory
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founded by Austin (1962) and later elaborated by his student Searle (1969, 1979), in contrast,

moved the focus from declarative usage of language to the active results of utterances.
3

Roughly speaking, a speech act is an act that a speaker performs by making an utterance, such as

promising, warning, requesting, apologizing, and the like. Austin (1962) distinguished between

different acts that are performed simultaneously when producing an utterance: the locutionary
act (generation of a meaningful utterance), the illocutionary act (the act performed in saying

something), and the perlocutionary act (the actual effect of the locutionary and illocutionary

acts, whether intended or not). For example, in a specific situation, the utterance “Can you

open the door” could be divided into the locutionary act of uttering a meaningful sentence, the

illocutionary act of making a request, and the perlocutionary act of the listener opening the

door. The example shows that speech acts can be indirect: “Can you open the door?” is not an

inquiry about the listener’s ability to open the door but a request.

Grice’s (1975) Theory of Conversational Implicature made important contributions to understanding

how non-literal meaning can be communicated. The theory proposes that interlocutors abide by

the cooperative principle “Make your contribution such as is required, at the stage at which it

occurs, by the accepted purpose or direction of the talk exchange in which you are engaged” (p.

45). To abide by that principle, an utterance should be true (Maxim of Quality), as informative

as required (Maxim of Quantity), relevant for the exchange (Maxim of Relation), and clear

(Maxim of Manner). A listener will assume that a speaker follows these principles and will

draw conversational implicatures to interpret their utterances accordingly. Accordingly, “Can

you open the door?” will be interpreted as a request in order to preserve the Maxim of Relation.

Thus, Grice’s theory provides an explanation of how speakers convey and listeners recognize

intended meaning—or in other words illocutionary force. Together, these works have laid the

foundation for an action-oriented view of language and the analysis of utterances based on

speaker intention and context (Holtgraves, 2008).

In communication, the speaker tries to convey an intended meaning and the listener tries

to recognize that intention (Clark, 1996). The same meaning can be expressed by different

utterances and the same utterance can have different meanings. Importantly, the speaker’s

intention is generally under-determined by the linguistic form and both agents draw on various

additional sources of information to make communication succeed. These sources of information

can include knowledge about the interlocutor and one’s relation to them, conversational history,

general circumstances, and so on. Pragmatic inference against the background of this contextual

information is essentially an application of social cognition, requiring speaker and listener to

coordinate their relative perspectives (Clark, 2009; Goodman & Stuhlmüller, 2013; Holtgraves,

2008; Shafto et al., 2012; Sperber & Wilson, 1995). Reasoning about the other’s mental state, the

speaker can choose an utterance that will best convey his or her intention to the listener, and the

listener can infer that intention.

3
Generally, utterances in pragmatics can be defined as “the intentional acts of speakers at times and places, typically

involving language” (Korta & Perry, 2020).
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The Rational Speech Act (RSA) framework provides a formal theory of language production

and interpretation in context (Frank & Goodman, 2012; Goodman & Frank, 2016; Goodman &

Stuhlmüller, 2013). The framework integrates the ideas of Gricean pragmatics into Bayesian

models of social reasoning (e.g., Baker et al., 2009). Communication is modeled as recursive

reasoning between a speaker and a listener. The listener—assuming that the speaker is rational

and cooperative—applies Bayesian inference (see Equation 1.1) to arrive at the speaker’s

intended meaning given their utterance. So, following Bayes rule, they can calculate 𝑃(𝑠 |𝑢) =
𝑃(𝑢 |𝑠)·𝑃(𝑠)/𝑃(𝑢) ∝ 𝑃(𝑢 |𝑠) · 𝑃(𝑠), where 𝑠 is the meaning, and 𝑢 the utterance. The speaker, in

turn, reasons about the listener to choose the utterance that will maximize the probability of

being understood (while keeping utterance cost low). The recursive reasoning process between

speaker and listener is grounded in the literal meaning of the utterance. Figure 1.2 illustrates

the inference process of a pragmatic listener for a toy example and Box 2 gives a more formal

introduction to the RSA model. The RSA framework has been successfully used to model human

language use in a variety of situations and can explain complex linguistic phenomena such as

vagueness, metaphor, or hyperbole (for an overview, see Goodman & Frank, 2016; Scontras

et al., 2018).

Figure 1.2: Example of a pragmatic listener’s inference process according to the RSA model. There are three objects

and four possible utterances. The pragmatic listener tries to identify the referent for the utterance “blue” by reasoning

about a speaker who reasons about a literal listener. “blue” is true of two objects, the blue square and the blue circle.

If the speaker had wanted to refer to the circle, however, they could have said “circle” to be unambiguous. Hence,

the target object is probably the blue square.

Box 2. Vanilla Rational Speech Act model

The following description is adapted from Ohmer et al. (2022). In the vanilla RSA model,

conditional probabilities describe how a speaker maps a state, 𝑠, onto an utterance, 𝑢, and

how a listener maps an utterance onto a state, while they take into account each other’s

perspective.

𝑃𝐿𝐿(𝑠 | 𝑢) ∝ ⟦𝑢⟧(𝑠) · 𝑃(𝑠) , (1.2)

𝑃𝑃𝑆(𝑢 | 𝑠) ∝ exp

(︁
𝛼 · [log𝑃𝐿𝐿(𝑠 | 𝑢) − 𝐶(𝑢)]

)︁
, (1.3)

𝑃𝑃𝐿(𝑠 | 𝑢) ∝ 𝑃𝑃𝑆(𝑢 | 𝑠) · 𝑃(𝑠) . (1.4)
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At the basis of the recursive reasoning process is a literal listener (LL: 1.2) who maps an

utterance onto any state for which it is true, at the same time considering the prior probability

of that state. In (1.2), ⟦𝑢⟧(s) is the denotation function returning the truth value of utterance

𝑢 for state 𝑠. A pragmatic speaker (PS: 1.3) chooses their utterance such that the probability

of being correctly understood by a literal listener is maximized while production cost, 𝐶(𝑢),
stays low. The parameter 𝛼 ∈ ℝ+ regulates the speaker’s optimality. For 𝛼 = 0, the speaker’s

choices are random, and for 𝛼 → ∞, they will always select the utterance that yields the

maximal probability of being correctly understood by the literal listener. The pragmatic

listener (PL: 1.4), in turn, interprets an utterance as if coming from a pragmatic speaker, also

considering the prior probability of states.

1.2.3 Communication games—simulating language in the world

Communication games provide a framework for simulating grounded, interactive language

use by reducing the complexity of real-world linguistic interaction. The idea of conceptualizing

language as a game can be traced back at least to Wittgenstein (1953), who developed the notion

of a language game to illustrate the context-dependent and purposive nature of language. Let us

look at an example of such a game:

“The language is meant to serve for communication between a builder A and an

assistant B. A is building with building-stones: there are blocks, pillars, slabs and

beams. B has to pass the stones, in the order in which A needs them. For this purpose

they use a language consisting of the words “block”, “pillar”, “slab”, “beam”. A

calls them out; — B brings the stone which he has learnt to bring at such-and-such

a call. Conceive this as a complete primitive language.” (Wittgenstein, 1953, p. 3,

Paragraph 2)

In this game, the word “block” is an order, in another game, it might have an entirely different

function, such as answering a question. In that sense, language games are conventions that are

part of social interaction and the meaning of a word depends on the rules of the game.

Lewis (1969) introduced the influential framework of signaling games, which provides a game-

theoretic formalization of linguistic interaction. Inspired by the work of Schelling (1960) on

coordination games, he tried to explain how conventions of meaning could emerge in a society

without presupposing explicit agreement. Although there is no direct connection to Wittgenstein,

it has been argued that this formalization is in line with his thoughts on language games (Correia,

2019). In a (Lewis) signaling game (see Figure 1.3) there are two agents, the sender and the receiver.

The agents have perfect common interest. One of 𝑁 world states is selected at random and

observed by the sender but not the receiver. Conditioned on the state, the sender selects one of

𝑀 ≥ 𝑁 signals to send to the receiver. Conditioned on the signal, the receiver selects one of 𝑁

actions. For each state, there is exactly one correct action and both agents receive a positive payoff

if the correct action is selected and no payoff otherwise. Signaling systems are communication

strategies where the sender chooses a distinct signal for each state and the receiver performs the
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correct action for each signal. Signaling systems form a Nash equilibrium, i.e. neither sender nor

receiver can increase their payoff by unilaterally changing their strategy.
4

According to Lewis,

different signals can be said to mean different states in a given signaling system. As a result,

conventions of meaning are grounded in the repeated play of signaling games, where sender

and receiver coordinate their strategies.

Figure 1.3: Extensive form representation of a Lewis signaling game with two messages and two states. A state is

randomly selected from 𝑁 = 2 states with probabilities 𝑝/1 − 𝑝 and passed to the sender (𝑆). The sender generates

one of two messages ({𝑚
1
, 𝑚2}), which is passed to the receiver (𝑅). The receiver does not know which state led

the sender to produce the given message, indicated by the dashed lines. The receiver chooses one of two actions

({𝑎
1
, 𝑎2}). When selecting the correct action both agents receive a payoff of 1, otherwise a payoff of 0.

The signaling game framework has been criticized and extended (for an overview, see Rescorla,

2019). Knowing that signaling conventions exist does not explain how the agents arrive at

these conventions and why they stick to them. According to Lewis, agents stick to a signaling

convention because they are rational and know that the other agent is rational (and will stick to

the convention). In his own words, the agents must be capable of “mutual ascription of some

common inductive standards and background information, rationality, mutual ascription of

rationality and so on” (Lewis, 1969, pp. 56–57). To explain how the agents arrive at a certain

convention Lewis uses the notion of salience: Agents will choose an equilibrium that stands out

among other equilibria in some psychologically relevant respect. The notion of salience has

been criticized for being obscure and lacking formalization, as well as presupposing that agents

know that other agents will abide by the salient convention (Rescorla, 2019). Taken together,

Lewis’ demands on the agents’ cognitive abilities seem excessive considering the evolution of

language from a historical perspective or communication systems among animals.

Skyrms (1996) provided a compelling solution to both these problems by viewing signaling

games in the context of evolution. When studying signaling games in evolutionary terms (e.g.,

Skyrms, 1996, 2010), signaling systems are not the result of a conscious decision process among

4
Note that there are Nash equilibria that do not constitute signaling systems. E.g., such a Nash equilibrium occurs if

the sender always chooses the same signal, regardless of the state, and the receiver always chooses the same action,

regardless of the signal.
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rational agents but simply arise from natural selection. Agents follow specific hard-wired

signaling strategies, mutations can arise, and in sum, the population evolves toward strategies

that increase relative fitness (i.e. payoff). The Lewis signaling game, together with its extension

to evolutionary processes (Lewis-Skyrms signaling game), still serves as a foundation for a lot

of research in evolutionary linguistics.

Many later approaches follow Lewis’ idea to model the evolution of meaning through (variations

of) signaling games (e.g., Kirby & Hurford, 2002; Nowak & Krakauer, 1999; Steels, 1997, 2001).

For example, Steels and colleagues study the evolution of meaning in signaling games through

self-organization (for reviews, see Steels, 1997, 2001, 2003). Aside from computer simulations,

they also use robotic experiments, showing how a set of categories that are grounded in

sensorimotor interaction with the environment can emerge and how this set of categories can

become sufficiently shared to allow a group of agents to communicate about their environment.

Prominent games in this line of work are the naming game and the guessing game, which are

played between two randomly selected agents of a population (Steels, 2012). In both games, the

sender has to refer to a specific object in a given context and the receiver has to recognize that

object. In the naming game, there is no ambiguity about how objects differ from one another.

It can, for example, also be played with symbolic object encodings lacking internal structure

(e.g., Steels, 1995). Each object belongs to a distinctive category and the agents have to develop

names for these categories. In the guessing game, in contrast, objects can be discriminated

along different dimensions. The objects are typically represented by feature vectors and the

sender chooses discriminative features for signaling (e.g., Steels & Kaplan, 1999) (see Figure

1.4). The agents follow predefined deterministic or stochastic rules of when to add or delete

word-meaning associations from their lexica (Baronchelli et al., 2008). The use of feature-based

representations and robotic agents makes the process of language grounding explicit in terms

of sensorimotor interaction, which does not play a role in the theoretical models discussed

above.

Contextualized signaling games, such as the naming game and the guessing game, are in

general known as reference games or referential games. A reference game is played between a

sender and a receiver in a specific context (a subset of the full space of meanings). A target object

is selected and the sender but not the receiver is aware of the target. The other objects in the

context are called distractors. Based on a message from the sender, the receiver tries to identify

the target. Reference games are also employed outside the context of meaning evolution, in

particular to study pragmatic reasoning (e.g., Frank, 2016; Frank & Goodman, 2012; Qing &

Franke, 2015) (see Figure 1.2). For example, experimental studies use reference games to make

quantitative measurements of pragmatic inference which can then be used to inform design

choices and parameters in models of pragmatic reasoning (e.g., Frank, 2016; Frank & Goodman,

2012, 2014).

This wide array of applications demonstrates that communication games, in particular formalized

through game theory, provide an extremely useful framework for studying interactive language

use in empirical and computational experiments.
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Figure 1.4: Example of a guessing game. The sender intends to communicate the target object. It can first narrow

down the context by pointing (not shown here). Based on the sensory input, the sender tries to identify features that

discriminate the target object from the other objects. Consulting its current lexicon, it selects the message that is

most strongly associated with the discriminative feature(s). The receiver interprets the message and tests whether its

meanings identify an object in the context. The receiver provides feedback by selecting an object.

1.3 Artificial neural network models of language acquisition and
language emergence

This section starts by motivating the use of computational models, in particular ANN-based

models, in language learning and language emergence research (for a critical discussion of

ANNs as models of cognition, see Chapter 5). It then provides a brief introduction to ANNs

before reviewing some of the literature on ANN models of language learning and language

emergence.

1.3.1 Motivation

Why computational modeling?

From a scientific perspective, computational models serve as a method to develop and test

specific theories. In particular, they require these theories to be made precise, such that

hypotheses about causes and processes underlying the simulated phenomenon can be expressed

by mechanistic formulations. Sometimes, empirical evidence can be used to inform the model’s

design or to evaluate the implementation of a certain hypothesis. But computational models also

allow us to study phenomena that are difficult to access empirically. In the latter case, the models

are used to find out whether a certain mechanism could in principle offer an explanation.
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In the case of language acquisition, a large body of empirical evidence on word learning

phenomena and changes in word learning throughout development is available. Many different

theories have been proposed concerning the cognitive requirements and mechanisms underlying

word learning. Computational models can be used to implement specific theories and generate

(quantitative) predictions that can be compared to empirical results. Thereby, they lead to a

better understanding of the potential and limits of a particular theory.

In the case of language emergence, there are no direct archaeological records about the origins

and evolution of language (Hauser et al., 2014). At the same time, experiments in the lab are

influenced by the participants’ linguistic experience (although they may still be informative).

In this context, computational models are commonly used to ask “what if” questions. They

can implement agents in different environments with different cognitive capacities and study

the conditions under which communication systems emerge, as well as the conditions that

give rise to specific linguistic properties. Besides, they can simulate the evolution of language

across multiple generations of agents, involving time scales that are difficult to reconstruct with

human participants.

Humans possess the most advanced communication system we know of. Thus, from an applied

perspective, mimicking characteristics of human language use may prove beneficial for artificial

language systems. Computational models of human language learning or language emergence

can provide implementations of such characteristics. For instance, biases that help children to

learn words in ambiguous situations could also support learning in machines (e.g., Gandhi &

Lake, 2020; Lake et al., 2017), and simulations that give rise to compositional language could

make machines better at generalizing to novel communication scenarios (e.g., Lake et al., 2017;

Lazaridou & Baroni, 2020). Looking at specific models below, we will find that the line between

understanding cognition and building better machines is often blurry.

Why artificial neural network models?

ANNs, especially DNNs, are currently dominating machine learning. They have led to unprece-

dented improvements in various domains, including computer vision (Voulodimos et al., 2018),

natural language processing (Otter et al., 2021), and control (Li, 2017). However, ANNs are not

only interesting from an engineering perspective but also have a rich tradition as computational

models of cognition (Rumelhart, McClelland, et al., 1986). (Readers who are not familiar with

the basics of ANNs are referred to Section 1.3.2 to appreciate the following paragraphs.)

Artificial neurons are loosely inspired by biological neurons: they receive activation through

input connections, apply a non-linear activation function to these inputs, and transmit the

resulting signals to other neurons. Although ANNs abstract away from many features of the

brain (see Section 5.2), they still capture some important mechanistic constraints on cognition

(McClelland et al., 2010). In particular, both artificial and biological neural networks rely on

distributed information processing. ANNs can therefore help to explain how complex cognitive
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functions and behaviors can emerge from interactions among many relatively simple units

(McClelland, 2010).

One key advantage of ANNs is that they can learn directly from their experience with

the environment. Compared to traditional machine learning techniques (e.g. support vector

machines), they require very little external guidance. Task-relevant features are extracted

automatically in the learning process, rather than being determined by an expert. Relying

on handcrafted rules or features is infeasible for increasingly complex tasks (Richards et al.,

2019). Automated feature extraction in deep architectures, in contrast, allows ANNs to learn the

substantial domain knowledge required for intelligent behavior (Kietzmann, McClure, et al.,

2019).

In addition, several properties inherent to distributed processing are also central properties

of cognition, such as robustness to damage and noise as well as the ability to generalize from

previous experiences (McClelland et al., 2010; Robins, 1993). Unlike symbolic representations,

distributed representations are structured, in that the internal properties of the representations

carry information on what they are about (Clark, 1993, p. 19). As a result, distributed repre-

sentations can enable generalization to novel combinations of feature values, if the network

has encountered these feature values in the training data (LeCun et al., 2015). In addition,

distributed representations are claimed to be relatively robust to noise in the input and to

damage to the network (e.g., Buckner & Garson, 2019; Robins, 1993) as relevant information may

still be recovered from the (remaining) activations. Note, however, that ANNs are less robust to

noise than humans (e.g., Hendrycks & Dietterich, 2019), and may rely on different features than

humans when generalizing (e.g., Geirhos et al., 2019).

In the case of language acquisition, ANN models are used to capture incremental word learning

processes based on input stimuli from the environment such as co-occurrences of words and

objects. Hence, they are especially suited to account for changes in cognitive abilities throughout

development (Westermann & Twomey, 2017). In the case of language emergence, ANN models

are used to simulate the emergence of grounded communication from interactions with other

agents and the environment (Lazaridou et al., 2017). As the emergence of communication is

related to the formation of concepts, and the discrimination of objects along relevant dimensions

(features), ANNs are natural model candidates.

1.3.2 Brief introduction to artificial neural networks

This subsection provides a short introduction to ANNs (for more details on ANNs and DNNs

and recent transformer architectures, see Bishop, 2006; Goodfellow et al., 2016; Kamath et al.,

2022, respectively). Its main purpose is to familiarize the reader with the basics of ANNs

in machine learning and to offer a condensed overview of the architectures and training

methods relevant to this thesis (some additional concepts will be mentioned for the sake of

completeness).
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General overview

ANNs are computational models consisting of a collection of many simple processing units

(artificial neurons), each producing a real-valued activation (Schmidhuber, 2015). These units

are interconnected and typically multiple units are arranged into layers. Neural networks have

at least two layers, the input and the output layer, but can have additional, so-called hidden

layers in between. If the network has multiple hidden layers, it classifies as a deep neural network

(LeCun et al., 2015; Schmidhuber, 2015). ANNs are used to approximate a function 𝑓 ∗. For

example, a classification network approximates the function 𝑓 ∗(x) = 𝑦, which maps the input x
onto a category 𝑦. The input layer represents some external input (e.g. an image), and neurons

in other layers get activated through weighted connections from previously active neurons.

Most neurons perform a non-linear transformation of their input. Through the composition

of many non-linear computations very complex functions can be approximated. ANNs have

been around for a long time but with improving computer infrastructure (both hardware and

software) it has become possible to train very large DNNs. In this “deep learning revolution”

(see e.g., Hinton & LeCun, 2019), DNNs have become the most dominant machine learning

method.

Most other machine learning methods are limited in their ability to process raw input data.

They typically require the design of task-specific feature extractors to transform the input data

into a representation on which the learning system can operate (LeCun et al., 2015). ANNs are

special because they can learn from raw data without additional task-specific knowledge. In the

training process, the ANN weights are adapted through an optimization procedure to minimize

or maximize a certain objective function (Goodfellow et al., 2016). Returning to the example

of a classifier, the data set could consist of image-category pairs, and the network could be

trained to minimize the error between the true and the predicted category. During training, the

network learns to extract features relevant to the task, from low-level features in early layers to

higher-level features in late layers. For example, in the case of image processing networks, early

layers typically function as edge detectors while later layers represent more complex shapes

(LeCun et al., 2015). An important challenge is to find network weights that allow the ANN to

generalize to novel inputs after training.

Architectures

Artificial neuron. The basic processing units of ANNs are artificial neurons. Artificial neurons

are loosely inspired by biological neurons. They receive an input signal (postsynaptic potential

at the dendrites), calculate a weighted average of these signals (different synaptic strengths), and

generate an output (signal exciting via the axon) by computing a non-linear activation function

of the weighted inputs and an additional bias value (the threshold value that needs to be

exceeded for the neuron to fire) (Weĳters & Hoppenbrouwers, 1995). Mathematically, an artificial

neuron with input vector x ∈ ℝ𝐷
is a function 𝑓 : ℝ𝐷 → ℝ that is parameterized by the weights

w ∈ ℝ𝐷
, the bias 𝑏 ∈ ℝ, and the non-linear activation function 𝜎: 𝑓 (x) = 𝜎(∑︁𝐷

𝑘=1
𝑤𝑘𝑥𝑘 + 𝑏) (see
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Figure 1.5.A). The activation function is determined by the modeler and the weights and biases

are free parameters that are learned by the model. The bias parameter is usually absorbed into

the weight parameter by defining an additional input variable 𝑥0 = 1 and an additional weight

𝑤0 = 𝑏.

Figure 1.5: Schematic overview of different ANN architectures. A) Artificial neuron with input vector x ∈ ℝ3
and

activation function 𝜎. The neuron computes the function 𝑓 (x) = 𝜎(∑︁3

𝑘=1

𝑤𝑘𝑥𝑘 + 𝑏). B) MLP with one hidden layer

(figure inspired by Bishop, 2006, p. 228). Input dimension is 𝐷, hidden dimension 𝑀, and output dimension 𝐾.

The biases are absorbed into the weight parameters by adding an input/hidden unit 𝑥0 and a weight 𝑤𝑖0 = 𝑏𝑖 . C)
Convolutional layer followed by a max-pooling layer. The input feature map is a matrix and for each of the three

filters, an output feature map is generated. Convolving the blue part of the input feature map with the top kernel,

and adding the bias results in the value −1. Note, if the input was a tensor, each filter would be a tensor of the same

depth. In the max-pooling example, the maxima are extracted from a 2𝑥2 pooling window on the feature map, and

the window is moved across the feature map at a stride of 2 in 𝑥- and 𝑦-direction. Calculating the maximum of

the red pooling window results in the value 1. D) RNN in folded (left) and unfolded (right) form. The input x is

processed sequentially. At each time step 𝑡, the hidden state h𝑡 is updated based on the current input x𝑡 and the

previous hidden state h𝑡−1
. Biases are not included to avoid clutter.

Multi-layer perceptron. Multiple artificial neurons can be combined to form a neural network.

A simple and popular type of ANN is the multilayer perceptron (MLP). Neurons are arranged

into layers and there is a directed weighted connection from each neuron in layer 𝐿 to each

neuron in layer 𝐿+ 1. Hence, MLPs are fully-connected feed-forward networks. An MLP always

has an input layer and a final output layer. There can be multiple hidden layers in between.

Figure 1.5.B illustrates an MLP with one hidden layer. In the general case, each layer 𝐿 calculates

the function:

𝑓 (𝐿)(x(𝐿−1)) = 𝜎(𝐿)(W(𝐿)x(𝐿−1)) ,
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where the weight matrix W(𝐿) ∈ ℝ𝐷(𝐿)×𝐷(𝐿−1)
summarizes all weights (including biases) between

layer 𝐿 − 1 and layer 𝐿, and layer dimensionality is given by 𝐷(𝐿). The activation function is

applied to each vector element. Taken together, a network with 𝑁 layers calculates

𝑓 (x(0) , 𝜽) =
(︁
𝑓 (𝑁) ◦ 𝑓 (𝑁−1) ◦ · · · ◦ 𝑓 (1)

)︁
(x(0)) ,

where all weights and biases are summarized in 𝜽 (Goodfellow et al., 2016, pp. 168–169).

Comment on activation functions. To train a neural network with the standard algorithms,

all network operations must be differentiable (an explanation will follow later in this section).

Typical hidden neuron activation functions include the sigmoid, hyperbolic tangent (tanh), and

the rectified linear function (𝑅𝑒𝐿(𝑥) = 𝑚𝑎𝑥(0, 𝑥)). The activation function of the output layer

depends on the task of the network. For example, the softmax activation function is used to

generate a probability distribution across categories.

Convolutional neural network. Convolutional neural networks (CNNs) are a type of feed-

forward ANN designed to process data with grid-like topology, such as images. They were

developed and later improved by LeCun et al. (1989, 1998). CNNs are organized in layers, but

unlike MLPs, at least one of their layers is convolutional layer and not fully-connected (see 1.5.C).

Convolutional layers perform a mathematical operation called convolution. In mathematics, a

one-dimensional convolution between two discrete functions, 𝑓 and 𝑔, is defined as

𝑓 ∗ 𝑔 [𝑖] =
∞∑︂

𝑚=−∞
𝑓 [𝑖 − 𝑚] 𝑔[𝑚] ,

and analogously in two dimensions as

𝑓 ∗ 𝑔 [𝑖 , 𝑗] =
∞∑︂

𝑚=−∞

∞∑︂
𝑛=−∞

𝑓 [𝑖 − 𝑚, 𝑗 − 𝑛] 𝑔[𝑚, 𝑛] .

Most machine learning libraries use a cross-correlation function because it is easier to implement

but still call it convolution (Goodfellow et al., 2016, p. 329). The cross-correlation is very similar

to the convolution, only the minus signs are flipped (e.g. in 1D: 𝑓 ∗ 𝑔 [𝑖] = ∑︁∞
𝑚=−∞ 𝑓 [𝑖 +𝑚]𝑔[𝑚]).

In a convolutional layer, this cross-correlation function is calculated between the incoming

activations and so-called filters (or kernels) (see Figure 1.5.C for a 2D example). Convolution

with filters is a standard operation in computer vision, and different filters have been designed

to detect different features (Shapiro & Stockman, 2002). Figure 1.6 illustrates how filters can be

used as edge detectors. In CNNs, the filter values are free parameters. In learning these values,

the network learns useful feature extractors for the task.

Convolutional layers have several advantages over fully-connected layers (Goodfellow et al.,

2016, pp. 329–335). Because the filters are usually much smaller than the input feature maps the

connectivity in a convolutional layer is sparse. Weights are fewer and they are shared between
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Figure 1.6: Example of edge detection with a Sobel filter (Shapiro & Stockman, 2002, p. 164). The Sobel filter

approximates the image derivate in 𝑥-direction (top filter) and 𝑦-direction (bottom filter), to extract vertical (V) and

horizontal (H) edges. The combined gradient magnitude is shown in the right image. The original image was taken

from the 3dshapes data set (Burgess & Kim, 2018) and transformed into a gray-scale image.

different input and output neurons because the filters are reapplied to all input locations as part

of the convolution. By applying the filters to different locations they can extract the same features

anywhere in the input feature map, irrespective of translations. Sparse connectivity and weight

sharing significantly reduce the memory requirements and the number of operations compared

to a fully-connected layer. Further, CNNs often use downsampling layers to reduce the size

of the output feature maps by calculating a summary statistic. For example in max-pooling,

collections of values in the feature map are replaced by their maximum value (see Figure 1.5.C,

right side). CNN architectures vary but they usually comprise multiple convolutional layers

interleaved with pooling layers, followed by multiple fully-connected layers (e.g., Krizhevsky

et al., 2012). Convolutional layers and downsampling, in particular in combination with big

data and highly-optimized GPU implementations of convolution (and all other neural network

operations), allow for the construction of very deep networks (Gu et al., 2018).

Recurrent neural network and derivatives. Recurrent neural networks (RNNs) (based on

Rumelhart, Hinton, et al., 1986) are similar to MLPs but have recurrent (cyclic) connections in

their hidden layer(s). They are a family of networks developed for processing sequential data,

such as language. Figure 1.5.D visualizes an RNN. The left part of the figure shows all model

components. The input x is a sequence of 𝐷-dimensional input vectors, x𝑖 ∈ ℝ𝐷
, h represents a

layer of 𝑀 hidden neurons with tanh activation function, and y is a sequence of 𝐾-dimensional

output neurons, y𝑖 ∈ ℝ𝐾
. The weight matrices represent the weights of fully-connected layers.

U ∈ ℝ𝑀×𝐷
are the weights from input to hidden layer, V ∈ ℝ𝐾×𝑀

the weights from hidden to

output layer, and W ∈ ℝ𝑀×𝑀
are the weights of the recurrent connections. The right part of the

figure visualizes how information is processed over time. This form of representation is also

known as the unfolded or unrolled network. At each time step 𝑡, part x𝑡 of the input sequence is

processed. The hidden units h𝑡 , also called hidden state, are updated based on their previous

activation and the current input. At each time step, an output y𝑡 is generated from the current
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hidden state. Taken together, the network computes the hidden state and the output as:

h𝑡 = tanh

(︁
b(1) +Wh𝑡−1 +Ux𝑡

)︁
,

y𝑡 = 𝜎
(︁
b(2) +Vh𝑡

)︁
,

where b(𝑖) are the bias vectors, and 𝜎 is the activation function of the output neurons (Goodfellow

et al., 2016, p. 374). The hidden state functions as a (leaky) “memory” that keeps track of past states

and inputs, emphasizing task-relevant information and forgetting task-irrelevant information.

The Figure 1.5.D shows an RNN with a many-to-many mapping from inputs to outputs (e.g.

for machine translation) but other configurations such as many-to-one (e.g. for sentiment

classification) or one-to-many (e.g. for image captioning) are possible (Kaur & Mohta, 2019).

The main advantage of RNNs is that they can operate on all time steps and on all sequence lengths.

Even with only one hidden layer they can be considered deep as the recurrent connections

allow them, in principle, to create and process memories of arbitrary sequences of inputs

(Schmidhuber, 2015). The weight matrices of the model are shared across time steps, which is

a desirable feature for many types of sequential data. Think of the sentences “It was raining

on Sunday” and “On Sunday it was raining”. An MLP needs to learn to process each word

at each time step, i.e. it needs to learn what “Sunday” at input position 5 means as well as

what “Sunday” at input position 2 means. The RNN, in contrast, uses the same weights to

process each word in different positions and can modulate the meaning based on earlier words.

However, vanilla RNNs have difficulties processing long-range dependencies, roughly speaking

because they assign more importance to recent information (Bengio et al., 1994; Hochreiter,

1998, 2022). To address this issue gated RNNs, such as the long short-term memory (LSTM)

(Hochreiter & Schmidhuber, 1997) and the gated recurrent unit (GRU) (Cho et al., 2014) have been

developed, which are now widely used. Gated RNNs update the hidden state more selectively

by using additional trainable layers, known as gates. The gates regulate at each time step which

information is written to, read from, or deleted from the hidden state.
5

Fundamentals of neural network training

The neural network parameters (weights and biases) are learned using a method called stochastic
gradient descent (SGD), or alternatively using stochastic gradient ascent (SGA). The goal is to find

parameters that minimize or maximize the objective function (e.g. minimize an error function

or maximize a likelihood function). As SGD and SGA follow the same principle, only SGD will

be explained here (for an extensive overview of SGD methods, see Ruder, 2016). Let 𝐽 be the

error function that should be minimized. SGD adapts the network parameters 𝜽 as

𝜽 = 𝜽 − 𝜖 · ∇𝜽𝐽(𝜽) ,

5
The LSTM has a hidden state and a cell state within the hidden layer. They store different kinds of gated information.
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where 𝜖 is a learning rate chosen by the modeler. SGD performs one update at a time for each

data point. It calculates the gradient of the error function for that data point with respect to

the network parameters, and adapts the parameters in the negative direction of the gradient.

As a result, the parameters gradually move to a configuration where the error function has

a local minimum. Calculating the gradients with respect to all network weights is achieved

with the back-propagation algorithm (Rumelhart, McClelland, et al., 1986). The data set can be

processed multiple times and each iteration defines a new training epoch. Most implementations

use mini-batch SGD (but call it SGD), which means that they aggregate the error for a batch of

data points (e.g. by averaging) and update the weights based on the gradients of this aggregated

error. Batching has the advantage of reducing the update variance and utilizing efficient matrix

calculations on GPU (Ruder, 2016).

It is important to find parameters that generalize to novel data. To test whether the network

generalizes, the available data is usually divided into non-overlapping training and test sets.

The training set is used to learn the model parameters. The test set is used to evaluate the

trained model on novel data. Sometimes an additional validation set is split off from the data.

The validation set can be used to select good hyperparameters (number of layers, numbers of

neurons, activation function, learning rate, ...): Different models are trained, and the error on

the validation set is used to identify the best one. It can also be used to monitor the training

status. Training can be stopped just before the ANN becomes better at modeling the training

data than the validation data, in other words before the network starts to overfit the training data

at a loss of generalization. Next to this method of early stopping, there are various regularization

techniques to avoid overfitting (see e.g., Moradi et al., 2020).

Training regimes

The main training regimes in machine learning are supervised learning, unsupervised learning,

and reinforcement learning. Here, each regime will be explained with respect to ANN training.

Supervised learning. In supervised learning, the available data set contains ground-truth

examples of input-output pairs, (x(𝑖) , y∗(𝑖)), and the network is trained to produce the correct

output for a given input based on these examples. The ground truth output values are called

labels. The objective function is therefore defined as some error function between the true

label y∗ and the generated label y = 𝑓 (x;𝜽). Let us again use classification as an example. To

predict a distribution over categories, the output neurons have a softmax activation function:

𝑦𝑖 = exp(𝑧𝑖)/∑︁𝐾
𝑗=1

exp(𝑧 𝑗), where 𝐾 are the number of categories and z are the values before the

activation function is applied (i.e. weighted average of inputs plus bias). The network is trained

to minimize the error between the true category and the predicted category. Often, it is trained

to minimize the cross-entropy loss between the true categorical distribution, given by a one-hot

vector y∗ (a vector with a one at the true category index and zeros everywhere else), and the
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predicted distribution, y:

𝐽(y∗ , y) = −
𝐾∑︂
𝑖=1

𝑦∗𝑖 · ln(𝑦𝑖) .

Supervised learning is the most common form of deep learning (LeCun et al., 2015) and by now

there is a huge variety of large labeled data sets for learning different tasks.

Unsupervised learning. In unsupervised learning, there are no labels and the model learns

some form of representation based on the input data alone. One important application of

unsupervised learning is dimension reduction, where the goal is to learn a lower-dimensional

representation of the input data without losing (too much) information. To solve this problem

with ANNs, they are typically arranged as autoencoders, consisting of an encoder and a decoder

network. The encoder takes the input x and maps it onto a lower-dimensional latent (hidden)

representation z. The decoder mirrors the architecture of the encoder and maps the latent

representation z onto an output representation y. The objective function is then defined as the

reconstruction error between x and y. The type of ANN for the encoder and decoder is based

on the input data. For instance, 𝐾-dimensional vectors could be encoded and decoded with

MLPs, and the the objective function could be the mean squared error (MSE):

𝐽(x, y) =
𝐾∑︂
𝑘=1

(𝑥𝑘 − 𝑦𝑘)2.

Representations that are learned in an unsupervised manner can also be used in downstream

supervised learning or reinforcement learning tasks.

Reinforcement learning. In reinforcement learning (RL), agents learn what actions they

need to take to achieve certain goals from trial-and-error interactions with an environment.

RL is a major source of human knowledge (Sutton & Barto, 2018, p. 1) and therefore seems

especially promising for building AI. Here, we focus on agents that are implemented as ANNs.

Labeled data is not required for RL but the agent receives (potentially) sparse feedback from

the environment in the form of positive or negative reward. Formally, RL can be described as a

Markov decision process (for details, see Sutton & Barto, 2018, Chapter 3) but here a less formal

introduction will be given. Figure 1.7 shows the main elements of RL. At each time step 𝑡, the

environment generates a state 𝑠𝑡 , and a reward 𝑟𝑡 . Based on the current state, the agent generates

an action 𝑎𝑡 , and the cycle repeats. The agent’s objective is to learn a policy that maximizes the

expected return, 𝑅, which is defined as the discounted cumulative reward, 𝑅 =
∑︁𝑇
𝑡=1

𝛾𝑡−1 · 𝑟𝑡 ,
where 𝛾 ∈ [0, 1] is the discount factor. So, the agent tries to maximize the cumulative reward

but is more focused on rewards in the near future for smaller values of 𝛾. 𝑇 is the number of

time steps in one episode. After one episode, the environment resets (think of it as starting

another round of a game).
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Figure 1.7: Reinforcement learning schema. At each time step 𝑡, the environment generates a state 𝑠𝑡 and a reward 𝑟𝑡 .

Based on the current state, the agent performs an action 𝑎𝑡 , and the cycle repeats. (Figure inspired by Sutton and

Barto (2018, p. 54))

There are mainly two kinds of training algorithms for RL: value-based methods and policy

gradient methods. Roughly speaking, in value-based methods, the agent tries to learn which

states (or state-action pairs) maximize the return and chooses the best actions based on these

estimates. The ANN maps states (or state-action pairs) to their estimated return and is trained

on minimizing the error between estimated and achieved return. In policy gradient methods the

agent tries to learn directly which actions in a given state maximize the return. The ANN is used

to map states to actions and is trained on maximizing the return. To visualize the difference

between the two methods, think of an agent on top of a hill trying to find food that is located at

the bottom of the hill. In value-based methods, the agent will learn that being at the bottom of the
hill yields a high return and will therefore move downhill. In policy gradient methods, the agent

will learn that moving downhill yields a high return. In this thesis, the REINFORCE algorithm

(Williams, 1992) (see Box 3) will be used, which is a specific policy gradient algorithm.

Box 3. The REINFORCE algorithm

The objective function is the expected return, 𝐽(𝜽) = 𝔼[𝑅]. The goal of the agent is to

maximize this function, hence SGA is performed. According to the policy gradient theorem

(Sutton & Barto, 2018, p. 334-335), the following equation holds:

∇𝜃𝔼[𝑅] = 𝔼[𝑅 ·
𝑇∑︂
𝑡=1

∇𝜃 ln𝜋𝜃(𝑎𝑡 | 𝑠𝑡)] .

The REINFORCE algorithm operationalizes this relationship to train the agent.

The algorithm:

Randomly initialize 𝜽.

For each episode {𝑠1 , 𝑎1 , 𝑟2 , . . . , 𝑠𝑇−1 , 𝑎𝑇−1 , 𝑟𝑇} ∼ 𝜋𝜃

For 𝑡 = 1 to 𝑡 = 𝑇 − 1

Calculate the return 𝑅𝑡 =
∑︁𝑇
𝑘=𝑡+1

𝛾𝑘−𝑡−1𝑟𝑘 .

𝜃← 𝜃 + 𝜖∇𝜃 ln𝜋𝜃(𝑠𝑡 , 𝑎𝑡)𝑅𝑡
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1.3.3 Artificial neural network models of language acquisition

ANNs have been used to study virtually all aspects relevant to word learning (for an overview,

see Westermann & Twomey, 2017). Among others, they have been used to model the learning of

speech sounds (e.g., Warlaumont et al., 2013; Westermann & Miranda, 2004; Yoshikawa et al.,

2003), the segmentation of words from a continuous stream (e.g., Aslin et al., 1996; Christiansen

et al., 1998; Elman, 1990), and learning word-object mappings (e.g., Li et al., 2004; Plunkett et al.,

1992; Regier, 2005). The focus of this thesis lies on the formation of word-object mappings in

referential contexts.

Connectionist approaches to word learning can roughly be divided into self-organizing models,

which will not be discussed here (but see Appendix D for a brief overview), and multi-layer

neural networks (Mayor & Plunkett, 2010), the latter of which include recent deep learning

approaches. Before discussing these models, it is important to understand the phenomena they

try to capture. Therefore, this section continues with a brief interlude about important word

learning phenomena before providing an overview of the modeling landscape by presenting a

few examples, divided into classical (shallow) ANNs and DNNs (for extensive overviews, see

Frank et al., 2009; Mayor & Plunkett, 2010; Regier, 2005; Westermann & Twomey, 2017).

Interlude: Some important word learning phenomena

The formation of word-object mappings is challenging. A child will typically face a scene with

many potential referents when hearing a word (Quine, 1960). In addition, it is unclear whether

the word refers to a whole object, or only to some object part or feature. To complicate things

further, word meanings might (currently or generally) not be observable in the scene at all.

Several mechanisms seem to help children solve this disambiguation challenge. For example,

children display a mutual exclusivity (ME) bias in mapping novel labels to novel objects, rather

than familiar objects for which they already know a label (Markman & Wachtel, 1988). In

addition, they generalize novel labels to other referents based on shape or functionality, referred

to as a shape bias or taxonomic bias (Landau et al., 1988; Markman & Makin, 1998). Finally, they

display a whole-object bias by behaving as if labels refer to whole objects rather than parts or

features (Markman, 1990). Although a large body of empirical work supports the existence of

“biased” responses in word learning, the cognitive mechanisms behind these responses are

highly debated (e.g., Diesendruck & Bloom, 2003; Lewis et al., 2020; Markman, 1992; Smith &

Samuelson, 2006).

While word learning is slow and errorful at the beginning several improvements can be observed

around the second year of life (Regier, 2005; Westermann & Twomey, 2017). The rate at which

children acquire new words accelerates, also known as vocabulary spurt (Behrend et al., 2001;

Carey, 1978). Relatedly, children become better at fast mapping, i.e. the required number of

word-object co-occurrences to form a link decreases. They also learn to overcome the ME

response and learn second labels (Mervis et al., 1994). During that time, children are prone to
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overextension and underextension errors, where they apply words more broadly (e.g. saying

“dog” to various animals) or more narrowly (e.g. saying “dog” only to the family’s dog) than

would be allowed by their meanings (Kay & Anglin, 1982). Providing mechanistic explanations

of observed phenomena, such as the word learning biases described above, is an important

part of modeling word learning. Knowledge about developmental change generates additional

theoretical constraints that can be used to inform and evaluate model assumptions (Lewis et al.,

2020).

Classical neural networks

Many ANN models simplify the process of word learning in the following way: there is a set of

objects and a set of words, and the model needs to learn the right mappings between the two.

To model comprehension, the model maps words onto objects, and to model production, the

model maps objects onto words.

One of the earliest ANN models of word learning used an autoencoder (Plunkett et al., 1992)

to implement this idea (see Figure 1.8.A). The model received images (random dot stimuli) or

labels (one-hot vectors) as input. These inputs were processed by different layers but mapped

onto the same latent representation layer. From that layer, visual or linguistic output streams

forked, so the model could be used to simulate comprehension (label to image) and production

(image to label). The network was trained in a three-phase cycle. First, the network was trained

on reconstructing an image and only the weights on the “visual side” (left side in Figure 1.8.A)

were updated. Second, the network was trained on reconstructing the corresponding label

and only the weights on the “linguistic side” (right side in Figure 1.8.A) were updated. Finally,

the network was trained on reconstructing image and label simultaneously and all weights

were updated. That way, the model learned to associate labels with images. During testing,

the network then mapped images to labels and labels to images. The model implemented

several aspects of early semantic development: a vocabulary spurt, over- and underextension

errors, a comprehension/production asymmetry (more words are understood than used), and

a prototype effect (Posner & Keele, 1968, 1970) (the model generalized to prototypical inputs

although it was only trained on distorted versions). This early work showed that many important

aspects of word learning can be captured by simple associative learning mechanisms.

But word learning goes beyond association. Among others, children rely on social, linguistic,

and attentional information to disambiguate the meanings of words (e.g., Bloom, 2000; Hollich

et al., 2000). Besides, it has been suggested that the rapid advancements in word learning

during the second year of life could be explained through a transition from early associative

learning to referential learning, where children are aware of the referential nature of words

(Lock, 1980; McShane, 1979). This raises the question of how much of word learning can be

explained by associative learning alone. The model by Plunkett et al. (1992) left several aspects

unstudied, such as word learning biases, fast mapping, or the role of word structure (e.g.,

phonological similarities). More generally, standard ANNs—including the model by Plunkett
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Figure 1.8: Illustration of different word learning models: A) MLP model by Plunkett et al. (1992), and B) DNN model

by Vong and Lake (2020). A) The visual input consists of random dot images, which are additionally processed by

input receptors with Gaussian receptive fields. The linguistic input consists of one-hot labels. The model is an MLP

autoencoder with two pathways. Each training trial proceeds in three steps. First, the visual pathway is trained on

reconstructing the image, then the linguistic pathway is trained on reconstructing the label, and finally, the entire

network is trained on reconstructing both inputs. B) Visual inputs are sets of handwritten digits and linguistic inputs

are sets of labels. The task of the model is to decide whether the labels and the images match or mismatch. Words

and images are embedded and all pairwise dot products between image embeddings and word embeddings are

calculated and passed through a sigmoid activation. The maximal value for each word is collected. These values are

multiplied, indicating a match if the product equals 1 and a mismatch if the product equals 0.

et al. (1992)—suffer from catastrophic forgetting, in which learning of the first pattern is eliminated

by subsequent learning of other patterns (McCloskey & Cohen, 1989). Hence, they fail to explain

how children can retain the meanings of words without being continuously exposed to them.

Regier (2005) developed a new model of associative learning to overcome the problem of catas-

trophic forgetting and further investigate whether assuming a change in learning mechanism

is necessary. The model was called LEX and had the same macrostructure as the model by

Plunkett et al. (1992) in that either linguistic or visual information (both in the form of artificial

feature vectors) could be provided as input or retrieved as output. However, the concrete

implementation was an adaptation of ALCOVE, an ANN model of category learning relying on

exemplar-based representations (Kruschke, 1991). ALCOVE is a feed-forward network consisting

of an input layer, a hidden layer, and an output layer generating a category. The hidden layer

does not consist of neurons but stores previously encountered input examples. During training,

the weights from input to hidden layer learn to extract category-relevant features and activate the

corresponding exemplars, and the weights from hidden to output layer learn to map exemplars

to their category. Regier (2005) extended this model such that it processed visual and linguistic

inputs at the same time. LEX stored exemplars of forms and meanings and learned attention

weights for mapping new inputs to these exemplars, as well as associative weights between the

two types of exemplars. The model could account for several changes and improvements in
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word learning that are observed in the second year of life, such as fast mapping, the acquisition

of phonologically similar words, the shape bias, as well as the learning of second labels despite

an ME bias. It thus expanded the spectrum of word learning phenomena that can be explained

with associative learning (in combination with attention mechanisms), making a change in the

learning mechanism less likely.

More progress in resolving some of the issues with ANNs as models of word learning was

made by distinguishing between processes of learning and inference. Many ANN models cannot

account for phenomena such as fast mapping because gradient-based learning is incremental

and typically requires many examples and iterations. Often, for example in LEX6
, competition

mechanisms are included to allow for fast mapping despite slow learning. Against by then

common modeling practices but in line with empirical findings (Horst & Samuelson, 2008),

McMurray et al. (2012) argued that determining a referent for a novel word in context (online

inference) and establishing word-meaning associations in the lexicon (long-term learning) are

two distinct processes. They illustrated this approach with a model that relied on associative

learning but performed referent selection using real-time competition dynamics. The model was

able to simulate various word learning phenomena as well as interactions between situation-

and developmental-time processes. The distinction between learning and inference has been

picked up in later models, including ours (e.g., Gulordava et al., 2020; Ohmer et al., 2022).

In sum, associative learning can explain many word learning phenomena but not all of them.

ANNs are well-suited to implement associative learning. Yet, they also display behaviors that are

different from human learners (e.g., catastrophic forgetting). The models by Regier (2005) and

McMurray et al. (2012) highlight how ANNs can be complemented with attention, competition,

and online inference to become better models of word learning. Building models that integrate

an ANN-based “associative core” with additional learning and inference mechanisms seems to

be a promising approach.

Deep neural networks

Here, some deep learning models that investigate empirical word learning phenomena will

be presented. Unlike the models discussed above, many of them were not developed as

models of word learning per se. Some try to implement useful learning biases to build better

algorithms and others simply point out interesting parallels between human and machine

learning. While language models technically also learn word-meaning mappings, they are

generally not concerned with human word learning phenomena and will not be discussed.

DNNs are good at processing naturalistic inputs. Vong and Lake (2020) took a first step toward

building a model that learns word-object associations from raw inputs (see Figure 1.8.B). They

used a cross-situational learning paradigm where multiple (artificial) words were presented

6
In LEX, competition takes place between exemplars. The model learns to allocate attention to relevant features.

Attention is used to weigh features when calculating the similarity between the input and the stored exemplars.

The exemplars are then activated proportionally to the resulting similarity values.
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together with an image of multiple handwritten digits. The image was processed by a CNN and

the words by an embedding layer
7
. The similarity of the representations was used to evaluate

whether linguistic and visual inputs matched or mismatched, and the network weights were

updated with supervised learning. The model successfully learned word-referent mappings

from these ambiguous inputs. The authors also quantified whether the model displayed a

preference for ME. They presented the model with a novel word and an image of a novel and a

familiar digit and measured which digit the model attended to. The model did not display an

ME bias unless the novel word had been presented in mismatch conditions during training.

In general, the ME bias forms a challenge for ANNs. Vanilla architectures display an anti-ME

bias, which means that they map novel inputs onto familiar outputs (Gandhi & Lake, 2020).

People are interested in building networks with an ME bias as this would improve learning,

in particular lifelong (or continuous) learning where new targets can appear throughout the

training process (Gandhi & Lake, 2020).

Gulordava et al. (2020) introduced a deep learning model that was more specifically designed to

tackle the ME bias challenge. Using a similar setup as Vong and Lake (2020), the model mapped

visual and linguistic inputs into a joint embedding space, and association strength corresponded

to the similarity of these embeddings. The authors experimented with a) symbolic encodings

of co-occurring words and objects extracted from a data set of child-directed speech (called

CHILDES, MacWhinney, 2000), and b) natural images together with referring expressions

extracted from their captions. All possible pairs of words and objects in a scene were aligned to

create a training data set of word-object pairs. The authors used three different max-margin

losses, introducing competition among referents (anti-polysemy), competition among words

(anti-synonymy), or competition among both. For example, the anti-synonymy loss was given by

L=
∑︁
𝑖 max(0, 1 − cos(w, o) + cos(w𝑖 , o)), where o and w are the embeddings of a word-object

pair, w𝑖 is a random negative example, and cos is the cosine similarity. In addition, learning

and referent selection were separated, and referent selection could be similarity-based only or

rely on Bayesian pragmatic inference. In line with observations from shallow ANNs (Yurovsky

et al., 2013), competition mechanisms turned out to be crucial for generating an ME bias in

both experiments. In particular competition over words seems necessary, implemented either

through the loss function or through pragmatic inference.

Both the models by Vong and Lake (2020) and Gulordava et al. (2020) rely on negative examples

to bring about an ME response. Negative examples make the network learn that the novel word

is not associated with any of the familiar objects, leading to an ME bias when the network

chooses between a novel and a familiar object at test time. It seems unlikely that children rely

on the same mechanism as they also display an ME bias for entirely novel, nonsensical words

(e.g., Markman & Wachtel, 1988) and negative examples may not always be available.

Another line of research studies language learning in situated DNN agents (Hermann et al.,

2017; Hill et al., 2017; Hill, Clark, et al., 2020; Hill, Lampinen, et al., 2020). The agent typically

7
An embedding layer turns indices (e.g. integers, one-hot vectors) into continuous vectors.



1.3 Artificial neural network models of language acquisition and language emergence 29

comprises a CNN for processing visual input, an RNN for processing linguistic input, an MLP

for combining these inputs, and an RNN for memory and generating actions. The agent is

trained on an instruction-following task with natural language text input. It navigates in a 3D

simulated environment and tries to identify a referent (e.g. “red object next to the green object”)

or to perform a desired action (“lift a pencil”), and is trained with reinforcement learning. In

an early referent identification setup, the agent showed impressive generalization abilities by

generalizing to novel word combinations, applying known relations and modifiers to unfamiliar

objects, and re-using knowledge about familiar concepts when learning new concepts (Hermann

et al., 2017). Although these simulations are driven by a motivation to design artificial agents,

several word learning phenomena have been observed across studies, such as the vocabulary

spurt (Hermann et al., 2017) and—using a more complex architecture—fast mapping (Hill,

Clark, et al., 2020). Another study showed that the agent develops a color bias instead of a shape

bias, probably due to an inherent CNN bias toward color information (Hill, Clark, et al., 2020).

More generally, it was found that the agent’s ability to generalize improves with the number of

word/object experiences, the diversity of the visual input, and the visual invariances afforded

by the agent’s perspective (Hill, Lampinen, et al., 2020), demonstrating the benefits of more

“human-like” learning scenarios.

Taken together, these papers paint a mixed picture. Some properties of deep learning setups,

such as complex and realistic environments may support generalization, but other properties

like the inherent color bias, the inherent anti-ME bias and general data-hungriness highlight

the differences from human word learners. Still, deep learning models seem best suited to

study some questions, for example how word-meaning mappings can be formed based on

cross-situational learning from raw visual and linguistic inputs. At the same time, human word

learning abilities and mechanisms serve as useful inspirations for AI and ML.

1.3.4 Artificial neural network models of language emergence

In language emergence experiments, symbols have no ex-ante meaning. Rather, meaning evolves

in a process of interaction with other agents and the environment. Computational models of

language emergence cover different aspects of language, such as phonetics and phonology,

lexicon formation, and syntax (Cangelosi, 2005; Steels, 1997). Moreover, different studies target

different time scales of language evolution, from emergence within one generation, over cultural

transmission, to genetic evolution (for a survey, see Wagner et al., 2003). Different time scales

involve different algorithms to adapt the agents’ (communicative) behavior. Usually, supervised

learning or reinforcement learning are used to capture learning within one generation or cultural

transmission, genetic or evolutionary algorithms are used to capture the effects of natural

selection, and hybrid frameworks are used to combine learning and evolution (Wagner et al.,

2003).

It seems that early ANN models of language emergence were mostly motivated by an interest

in the origins and evolution of animal or human communication systems and the relationship
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between the evolution of language and other cognitive capacities, while more recent DNN

models are more often motivated by practical concerns. Early simulations often used a large

number of simple agents and involved population and/or evolutionary dynamics. DNN

simulations, in contrast, typically study language emergence between two agents of the same

generation—although there is a recent trend toward populations (e.g., Chaabouni et al., 2020a;

Chaabouni et al., 2022; Harding Graesser et al., 2019; Ren et al., 2020). They employ more

realistic environments and often focus on how well the emergent communication system can

generalize to novel situations (e.g. by virtue of compositional structure). In the following, I will

provide a brief overview of ANN and recent DNN models.

Classical neural networks

I divide the literature in this field into 1) emergence-only simulations covering language emergence

within a single generation, 2) biological evolution simulations covering language emergence plus

evolution based on natural selection, and 3) cultural transmission simulations covering language

emergence plus evolution through cultural transmission.

One of the earliest ANN simulations of language emergence within one generation, but also in

general, was conducted by Hutchins and Hazlehurst (1995). In a proof-of-principle simulation,

the authors demonstrated that a shared lexicon can emerge between agents implemented as

simple autoencoders. The autoencoders had one hidden layer and the activations in that layer

were interpreted as the “verbal representations” generated or received by the agents. The

following training procedure was used: At each trial, a sender and a receiver agent were sampled

randomly from the population, the sender generated a word and the receiver was trained with

supervised learning to reconstruct the input as well as to produce the same verbal representation

as the sender. One can argue that this setup does not involve proper communication as the

receiver does not act on the message from the sender but rather learns to generate the same

hidden representations in its reconstruction process.

Batali (1998) developed a more advanced emergence-only simulation, where the receiver really

acts on the messages of the sender. He studied the emergence of structured communication

with sequences of discrete symbols in a population of RNN agents. Agents used the same

network to generate and process messages. During training, a sender and a receiver were

selected at random.
8

At each trial, the sender produced messages for a set of meaning vectors

of subject-predicate structure (e.g. a symbolic encoding of “you smile”). During production,

the sender itself processed the symbols and selected those that would bring its own output

closest to the original meaning vector. The receiver then processed these messages and was

trained to minimize the difference between its output meaning vector and the original meaning

vector. To some degree, the agents’ messages mirrored the grammatical structure encoded in the

8
To be precise, one receiver and multiple senders were selected at random. The receiver was trained together with

each of these senders in random order. Then the procedure was repeated.
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meaning vectors and the communication system generalized to new meaning vectors. This work

established that shared and structured communication systems can emerge between ANNs.

In the context of emergence-only simulations, Luc Steels and colleagues have made important

contributions by studying language emergence in groups of robotic agents playing reference

games (for an overview, see Steels, 2005) (see Section 1.2.3). These models are not purely

ANN-based but often involve ANN components. Working with robots, which are embodied

agents, showed that artificial agents can self-organize symbolic systems that are grounded in

sensorimotor interactions with the world and other agents (Bleys et al., 2009; Steels, 1998, 2001;

Steels & Belpaeme, 2005). Embodiment, whether simulated or real, adds additional features

that can influence emergent communication, such as different perceptions of the environment

(Bleys et al., 2009) or the ability to gesture (Steels & Vogt, 1997).

In biological evolution simulations, the emergence and evolution of communication systems

are studied across many generations of agents. Successful communication can constitute an

evolutionary advantage and thereby increase the chances of reproduction. Studies in the field

are often inspired by animal communication, focusing on the emergence of unstructured food

and alarm calls. For example, Wagner (2000) used a spatial environment to study the effects of

resource abundance and population density on cooperation, finding that signaling strategies

evolve except when population density is high or resource abundance is low. Similarly, Reggia

et al. (2001) showed that agents develop alarm calls if predators have a strong impact on survival,

and food calls emerge if food is difficult to locate. Genetic algorithms are, however, arguably

less suited to study how mappings between signals and meanings evolved in natural language,

as these are not innate but learned (Kirby, 2002b).

To develop a model of human language evolution, Kirby and Hurford (2002) developed the

iterated learning framework, which simulates the cultural transmission of language. In the iterated

learning model, the first generation of agents (adults) produces signals for some randomly

selected meanings. In a learning period, the next generation (children) is trained on these

signal-meaning mappings, before becoming adults themselves. New children are introduced,

and adults are removed, and the cycle is repeated until the system converges. Importantly,

the language emerges, i.e. there is no communication system in place at the time of the first

generation. Apart from vertical transmission from parents to children, the model can also

include horizontal transmission in the form of within-generation communication. The iterated

learning model has been particularly successful in explaining structural aspects of language such

as word-order universals (Kirby, 1999), irregularity in highly frequent messages and regularity

in less frequent messages (Kirby, 2001), recursive syntax (Kirby, 2002a), and compositionality

(Smith et al., 2003) (for an overview, see Kirby et al., 2014).

In hybrid simulations, Cangelosi and colleagues used ANNs to simulate learning, and a genetic

algorithm to simulate evolution, in a toy world of mushrooms and mushroom-foragers (see

Figure 1.9.A). Among others, they studied why language production evolves even if only the

receiver benefits, finding it to be a by-product of the evolving ability to discriminate different

types of mushrooms (Cangelosi & Parisi, 1998) (for related work, see Mirolli and Parisi, 2005).
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They also demonstrated that communication systems following a verb-object rule can emerge

(Cangelosi, 1999). Moreover, they studied how the agents’ internal representations are shaped

by language, showing that learning through language induces additional structure which

improves the agents’ behavior beyond learning through sensorimotor interaction (Cangelosi,

2010; Cangelosi & Parisi, 2001). Like the work by Steels and colleagues, these simulations take

important steps toward studying the emergence of language in the more general context of

cognition by simulating sensorimotor interactions with an environment and considering the

relationship between communication and concept formation.

Even if they are rather obvious, I would like to highlight some lessons from these studies. First,

to simulate language emergence it is important that the agents not merely converge on the same

signals but that they react to the signals of other agents. Second, to study language evolution in

humans, one should focus on cultural rather than genetic evolution and the iterated learning

framework provides a successful implementation. Third, taking into account perception and

embodiment adds new variables that can help explain language-related cognitive phenomena,

such as concept formation.

Deep neural networks

Sparked by the rapid advances in machine learning, there has been growing interest in studying

language emergence in DNN agents that communicate to solve a common task (for a review,

see Lazaridou & Baroni, 2020). This movement is mostly driven by AI researchers striving to

build artificial agents that are capable of flexible and goal-directed language use. Deep learning

allows for increasingly realistic settings. By now, agents have been trained on natural images

(Dessi et al., 2021; Havrylov & Titov, 2017) and in simulated 2D and 3D environments (Das et al.,

2019; Jaques et al., 2018); communication can take place in multi-turn interactions (Cao et al.,

2018; Jaques et al., 2018), and agents can decide themselves when to communicate and who

to communicate with (Das et al., 2019; Singh et al., 2019). However, deep learning simulations

may also shed new light on the origins and evolution of human language by expanding the

traditional modeling landscape.

Foerster et al. (2016) were among the first ones to demonstrate that DNNs can develop

communication protocols in complex environments involving raw pixel inputs. They built

two model versions, one with a discrete communication channel and one with a continuous

communication channel. The choice of discrete versus continuous communication has conceptual

and technical implications. In the continuous case, the learning signal can be back-propagated

through the entire system, effectively collapsing the agents into a single network. In the discrete

case, in contrast, back-propagation is not straightforward as the message-generating function is

not differentiable. In the discrete implementation by Foerster et al. (2016), the agents treated

other agents as part of the environment and were trained with reinforcement learning, leading
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Figure 1.9: Illustration of different language emergence models: A) ANN model by Cangelosi and Parisi (1998), B)

DNN model by Lazaridou et al. (2017). A) A sender and a receiver agent are sampled randomly from a population.

The receiver navigates in a mushroom world, with mushrooms that are poisonous or edible, depending on their

features. The receiver always receives information about the closest mushroom: location (normalized angles) and

features (no features if too far away, noisy features if close enough). The sender has perfect vision regardless of the

distance. Each agent is modeled by an ANN that receives information about the mushroom and a signal as input.

Signals are binary vectors and to simulate no incoming signal for the sender the values are set to 0.5. The network

outputs a horizontal and a vertical movement. If the receiver steps on a mushroom, it eats that mushroom and

receives positive or negative payoffs. Only agents with relatively high cumulative payoffs generate offspring. B)
Sender and receiver play a reference game with one distractor. Input data (including the two examples) are images

from ImageNet (Deng et al., 2009), which are processed by a pretrained CNN. The agents receive these image

representations, 𝑅
1

and 𝑅2, as ordered (sender) or randomized (receiver) input. Depicted is the agnostic sender from

the paper. It maps the representations onto internal embeddings, which it then maps onto a probability distribution

over symbols, from which a symbol is sampled. The receiver generates embeddings of the image representations

and the symbol. The selection probabilities are proportional to the dot products between the symbol and each image

embedding.

to a true multi-agent setup more akin to human communication settings.
9

Being able to train entire multi-agent systems with discrete communication channels marked

important progress in the field. We saw examples of discrete communication in the ANN section

above but only the receivers were trained in these cases (e.g., Batali, 1998; Kirby & Hurford, 2002).

Reinforcement learning is one option to train systems with discrete communication. Alternatively,

the Gumbel-Softmax trick (Jang et al., 2017; Maddison et al., 2017) can be used to generate a

continuous (and therefore differentiable) approximation of the message sampling process.

Discrete communication channels have the advantage that they can more easily be interfaced

with natural language (Lazaridou & Baroni, 2020), for example, to analyze grammatical structure

(van der Wal et al., 2020). Furthermore, discreteness introduces an additional bottleneck, which

9
In principle, “true” multi-agent setups can also be implemented with continuous communication channels by

applying the same training methods as in the discrete case instead of allowing free flow of the gradients.
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might encourage the transmission of high-level, conceptual information. For these reasons, most

language emergence simulations with DNN agents use discrete messages.

In a seminal paper, Lazaridou et al. (2017) established the use of reference games in deep

multi-agent communication, and they are now widely used in the community (e.g., Choi

et al., 2018; Dagan et al., 2021; Havrylov & Titov, 2017; Lazaridou et al., 2018; Rodríguez Luna

et al., 2020). In the original setup (see Figure 1.9.B), the sender and the receiver both saw the

same image of the target and the same image of the distractor. The messages consisted of

single symbols. Apart from measuring performance, the authors evaluated how changes in

the distractor distributions influence message content and presented a strategy for grounding

the emergent messages in natural language. A follow-up investigation (Bouchacourt & Baroni,

2018) found that the agents could also successfully communicate about images of random noise,

indicating that the sender—at least in part—relies on low-level information, such as (differences

in) pixel values, rather than conceptual information, to point out the target. The following

studies therefore came up with different countermeasures, such as showing only the target to

the sender (e.g., Choi et al., 2018; Havrylov & Titov, 2017; Kottur et al., 2017; Lazaridou et al.,

2018), showing different instances of the same target category to sender and receiver (e.g., Choi

et al., 2018; Rodríguez Luna et al., 2020), or using data augmentation techniques to reduce

low-level image similarities (Dessi et al., 2021).

These developments are related to the more general issue of understanding the content and

the effect of emergent languages, which is not straightforward without predetermined symbol

meanings. It seems that, without additional pressures, emergent protocols are “decidedly not

interpretable or compositional” (Kottur et al., 2017, p. 1). In addition, they are anti-efficient,

in that more frequent meanings are encoded in longer messages contrary to Zipf’s Law of

Abbreviation observed in natural language (Chaabouni et al., 2019). Moreover, in more complex

setups, agents may appear to communicate—messages contain information about subsequent

actions—but the messages have no impact on the environment or the receiving agents (Lowe

et al., 2019). These findings underline that emergent protocols must be analyzed carefully, under

consideration of counter-intuitive strategies.

Despite these differences, there are also interesting parallels between natural language and the

languages emerging in deep learning simulations. For example, using populations of DNN

agents with varying intra- and intergroup connectivity, Harding Graesser et al. (2019) simulated

different contact linguistic phenomena, including the emergence of creole languages. As another

example, DNN agents that play a reference game with colors develop color-naming systems

with an accuracy/complexity tradeoff highly similar to that of human languages (Chaabouni

et al., 2021). This result only holds for discrete communication. If the agents use continuous

messages, the emergent protocol is more complex and less efficient. Such parallels can help

to identify properties of language that do not depend on biological constraints but generally

emerge from discrete communication or certain patterns of communicative interaction between

agents.
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1.4 Introduction to the case studies

Chapters 2–4 will present the three main publications of my Ph.D. project. The projects are

heterogeneous not only in the questions they address. They use different modeling approaches,

focus either on language learning or language emergence, and differ in how comfortably they

fit into cognitive science versus AI research. I still like to treat them as case studies because

they all arise from the same motivation to take a more holistic approach when modeling

language-related phenomena with ANNs. Crucially, all case studies employ communication

games and instantiate the idea that language must be understood through its use in the world.

All case studies rely on a reference game setup and implement agents as ANNs. Case study 1

uses this setup to simulate word learning, and case studies 2 and 3 use this setup to simulate

language emergence. In the language emergence simulations, a sender and a receiver agent

develop a communication system for playing a the game. The sender maps referents to words

and the receiver maps words to referents. In the language learning simulations, a communication

system is already in place and the game is reduced to the receiver, which must learn to identify

the correct referent for a given word. In each case study, either the game or the agents are

modified to study the relationship between language and other areas of cognition.

Figure 1.10 provides an overview of the case studies.

▶ Case study 1 focuses on the interface between language and pragmatic reasoning. The

project proposes a novel computational word learning model that combines associative

learning with pragmatic reasoning as formalized by the RSA model. Pragmatic reasoning

has been proposed as an explanation for the ME bias phenomenon (see Figure 1.10.CS1).

The model is used to study the ME bias in pragmatic word learners but also to demonstrate

how an ME bias can be integrated into ANNs.

▶ Case study 2 also focuses on the interface between language and pragmatic reasoning.

The standard reference game is modified such that the sender has information about

the context. In particular, it has information about which object properties are relevant

and should be communicated. Depending on which properties are relevant, a more or

less specific level of reference is appropriate (see Figure 1.10.CS2). We study whether the

agents learn to refer to objects at different levels of specificity and what strategies they use.

▶ Case study 3 focuses on the interface between language and visual perception. We

manipulate the agents’ visual representations and study how that changes the emerging

languages (Figure 1.10.CS3, left to right). In addition, we manipulate the communication

protocols and study how this affects the agents’ visual representations (Figure 1.10.CS3,

right to left).

Together, these case studies illustrate how (deep) neural network models of language learning

and language emergence can be modified to capture effects of social reasoning, context, and

perception. The remainder of this section embeds each case study into relevant background

information.
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Figure 1.10: Overview of the case studies. CS1) If a pragmatic word learner is presented with a familiar object

(cup) and a novel object (dax), and hears a novel label (“dax”), they can infer that this label likely refers to the

unfamiliar object. The first case study investigates this mechanism with a computational pragmatic word learning

model that integrates gradient-based learning into the RSA framework. CS2) Different contexts require different

levels of specificity when referring to an object. For example, “dog” can be used to disambiguate the target in the

upper context but not in the lower context. More specific expressions can be generated holistically (“dachshund”) or

compositionally (“small dog”). The second case study develops a new type of reference game, where the sender

receives information about the target plus the context, to study the emergence of hierarchical reference systems

in DNN agents. CS3) The third case study investigates the mutual influence between perception and emergent

communication in DNN agents. Working with simple stimuli, we introduce different visual biases by manipulating

perceived object similarities. If objects are most easily distinguished based on a certain feature like color (top) or

shape (bottom), that feature should be the preferred dimension for communication. Similarly, if specific features are

preferred for communication, representational space might adapt to reflect these linguistic categories.

1.4.1 Case study 1: Mutual exclusivity in pragmatic agents

One question that has been discussed extensively in the context of word learning, is whether

the meanings of words are learned through hypothesis testing or association (e.g., Westermann

& Twomey, 2017). In the associative learning framework, the learner forms graded associations

between words and meanings. These associations are strengthened or weakened based on

co-occurrence. Connectionist models naturally fall into this category. As discussed above, they

demonstrate how complex word learning phenomena and generalization behaviors can arise

from simple associative learning processes. Associative accounts are well suited to capture

incremental learning processes, varying degrees of confidence a learner might have, and

tolerance to noise (Frank et al., 2009).
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In the hypothesis testing framework, upon hearing a word, the learner constructs a hypothesis

space of possible meanings and evaluates these hypotheses based on the context and some

principle of rational inference. Deductive inference approaches (e.g., Siskind, 1996) rely on word

learning biases as strong prior constraints. Mechanisms like the ME bias, the whole object

assumption, and the shape bias allow the learner to eliminate possible extensions of a word. Xu

and Tenenbaum (2007) introduced Bayesian inference as an alternative to deduction. The authors

argued that word learning biases are in many cases not sufficient to fix a reference class for a

word. Bayesian inference provides a natural way to further constrain the hypothesis space. I will

give an example from the paper. After observing multiple co-occurrences between the word

“fep” and a dalmatian, according to deductive as well as associative approaches, dalmatians,

dogs, and animals form equally likely referent classes.
10

By scoring hypotheses based on how

well they predict the observed data, Bayesian inference will evaluate the class of dalmatians as

most likely. At the same time, word learning biases can be built into the model by changing prior

probabilities. Compared to deductive inference, Bayesian inference provides a more general

framework for constraining the hypothesis space and—like associative models—allows for

graded knowledge about word meanings, rather than keeping or eliminating hypotheses in a

binary fashion.

Treating word learning as Bayesian inference instead of associative learning has the advantage

that socio-pragmatic aspects of word learning can easily be integrated. While Xu and Tenenbaum

(2007) only discussed this point, Frank et al. (2009) explicitly modeled the joint inference of

word meanings and speaker intentions. The model was evaluated on realistic data (CHILDES

dataset, MacWhinney, 2000) and was able to account for several word learning phenomena,

including the ME bias, fast mapping, and the use of speaker intention as a cue to word meaning.

Among others, these findings suggest that the ME response can arise from pragmatic reasoning

and there is no need to postulate an innate bias. However, while Bayesian inference constitutes

a general cognitive principle, that successfully explains human behavior in various domains of

inductive learning, it is unclear whether young children, especially at the earliest stages of word

learning, actually have the cognitive capacity to perform such inferences (for a review, see Bohn

& Frank, 2019).

There is no simple answer as to which approach is “better”. Some proponents of associative

models argue that additional mechanisms are necessary to capture the social aspects of word

learning (e.g., Regier, 2003, 2005) and proponents of Bayesian word learning admit that there

might be a trajectory from early associative to more mature Bayesian learning (e.g., Xu &

Tenenbaum, 2007). Considering the argument by McMurray et al. (2012) that word learning and

referent selection are relatively independent processes, it could also be that associative learning

and Bayesian inference are complementary.

The first case study picks up the idea that associative learning and Bayesian inference are

complementary processes. In probabilistic pragmatic word learning models (like the one

10
Markman (1989) argued that children are biased toward inferring basic-level categories (Rosch et al., 1976) to

address this problem. In that case, however, it remains unclear how children learn the labels of subordinate or

superordinate categories.
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by Frank et al., 2009), agents reason about the speaker’s intention when inferring the most

likely lexicon based on a history of observed word-meaning co-occurrences. These models do

not differentiate between learning and inference. Our model, in contrast, embeds pragmatic

inference into a long-term associative learning process and thereby naturally incorporates

different time scales for learning (incremental-associative) and inference (online-pragmatic).

We use the model to study the ME bias phenomenon from a pragmatic perspective. In the first

part of the project, we use symbolic word and object representations and a simple associative

model, where the only free parameters are associative weights between words and objects.

Our results show that pragmatic reasoning can (at least qualitatively) account for the ME bias

phenomenon, its developmental trajectory, and the effects of different modulating factors such as

vocabulary size and the amount of exposure to familiar words. In the second part of the project,

we develop a proof-of-concept implementation to demonstrate that pragmatic reasoning can

also lead to an ME bias in DNNs. This project successfully combines the modeling frameworks

of hypothesis testing and associative learning. Together, they provide a mechanistic explanation

of the ME bias phenomenon, which could also help solve the ME bias challenge in machine

learning.

1.4.2 Case study 2: Referring to objects at different levels of specificity

In natural language, multiple objects can be grouped under the same label and multiple labels

can be used to describe the same objects. For example, a poodle and a dalmatian can both be

called “dog”, and the same dog can be called “Fido”, “dalmatian”, “dog”, or “animal”.

In most word learning and language emergence simulations, the formation one-to-many associa-
tions between words and objects depends on the modeler’s choice of input representation. These

associations form naturally if different instances of the same object are presented to the agent.

Already in the early word learning model by Plunkett et al. (1992), distorted versions of different

prototypes were presented and the agent learned to assign the same label to distortions of the

same prototype. The same effect arises in exemplar-based models (e.g., Regier, 2005), or in DNN

models trained on different images showing the same object category (e.g., Gulordava et al.,

2020; Vong & Lake, 2020). In language emergence simulations, one-to-many associations arise

if different object instances are presented that play the same functional role in the communication

game. For example, in the mushroom world by Cangelosi and Parisi (1998), some mushrooms

are edible and some are poisonous. The agents map different feature vectors onto the same label

according to this distinction. Hence, the formation of one-to-many associations between words

and objects can be simulated with ANNs when choosing the right input representation and

task.

Learning multiple labels for the same object, i.e. the formation of many-to-one associations

between words and objects is more challenging. In the context of language acquisition, the

ability to learn second labels is of particular interest as it constitutes one of the word learning

boosters in the second year of life. Theories that hypothesize innate word learning biases, such
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as the ME bias, cannot easily explain how, over time, these biases weaken or come to be applied

more selectively (e.g., Lewis et al., 2020; McMurray et al., 2012). Learning second labels can also

be challenging for ANN-based models. If labels are learned sequentially, standard multi-layer

networks suffer from catastrophic forgetting (see Section 1.3.3). Some models avoid this issue by

making the simplifying assumption of one-to-one associations between words and objects. But,

as we saw above, catastrophic forgetting can also be overcome by modified architectures. The

exemplar-based model by Regier (2005) learned second labels and the model by McMurray et al.

(2012) even learned labels with taxonomic structure by combining association and real-time

competition dynamics.

In language emergence simulations, trivial many-to-one associations between words and objects

in the form of synonymous expressions tend to emerge naturally (e.g., Choi et al., 2018). The

question remains, how non-trivial many-to-one associations can emerge, where labels have

overlapping but different meaning extensions. More generally, it is unclear how agents can learn

to refer to objects at different levels of specificity, regardless of whether expressions at different

levels are lexicalized (e.g. taxonomies) or not (e.g. use of modifiers). Referencing objects at

different levels of specificity is a pragmatic phenomenon, and the context—next to other factors

such as object typicality or cost of utterance alternatives—plays an important role in determining

specificity (e.g., Graf et al., 2016). For example, human participants in a reference game develop

more abstract referring expressions if the differences between targets and distractors are coarse

and more specific expressions if the differences are fine-grained (Hawkins et al., 2018). In early,

pre-deep-learning simulations, the game setup is typically not complex enough to study the

emergence of such “hierarchical” reference systems. In modern, deep learning simulations, in

turn, the sender often does not have access to the context, in order to avoid communication

about low-level object differences. Even in simulations where context information is available,

the emergence of reference at different levels of specificity has not yet been investigated.

To fill this gap, the second case study investigates the emergence of hierarchical reference

systems in language emergence simulations with DNN agents. Context is extremely important for

hierarchical reference systems to emerge. However, as discussed above, standard reference game

setups with DNN agents typically outsource effects of the context from language production

to interpretation. The receiver may choose different types of objects for the same message

depending on the distractors but the sender will always produce the same distribution over

messages for the same target object. To address this problem, we develop a modified game,

the hierarchical reference game. In the hierarchical reference game, agents have to communicate

concepts, defined as compositional and hierarchical abstractions over primitive feature values

(e.g. “red dotted circle” ⊂ “red circle” ⊂ “circle”). In each game, a target object and a context are

sampled randomly. The sender knows which object features are relevant in the given context

and the receiver has to select a matching object (e.g. a “red circle” or a “red triangle” if the

target concept is “red”).

Our analyses show that the agents learn to play the game and can even generalize to novel

concepts. In particular, they develop systematic hierarchical reference systems if the input space
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is large enough. The agents use different strategies to achieve systematic abstraction. Among

others, their protocols reflect the compositional input structure (e.g. they might say “a” for

circle, “b” for red, and “ab” for red circle). Overall, the project highlights the importance of

contextualization for the emergence of flexible language use.

1.4.3 Case study 3: Interactions between language and perception

An intriguing question that pertains to both language acquisition and language emergence

concerns the status of labels in cognition: Are (perceptual) object representations and object

labels separate from each other or do they interact? The evidence presented in Section 1.2

strongly suggests an interaction.

In the word learning literature, different theories have been proposed. According to one proposal,

labels are separate from perceptual representations: first, the child builds a repertoire of concepts

and then learns to describe them (Waxman & Gelman, 2009). This view corresponds to models

that learn separate representations for words and objects and then learn a mapping between the

two while leaving the actual representations untouched (e.g., Li et al., 2007; Mayor & Plunkett,

2010). Other proposals recognize that labels have an impact on the conceptual system. Sloutsky

and colleagues proposed that labels act in the same way as perceptual features—at least in the

early stages of word learning—to explain the effects of labels on infants’ categorization behavior

(Sloutsky & Fisher, 2004, 2012; Sloutsky et al., 2001). This proposal was instantiated in a model

by Gliozzi et al. (2009): First, the feature vectors that encode visual and auditory information are

concatenated and then processed together by a neural network.
11

An alternative view suggests

separate but interacting processing streams for labels and objects, implemented for example in

the encoder-decoder model by Plunkett et al. (1992). This view was also implemented in a model

by Westermann and Mareschal (2012, 2014), which was used explicitly to study how labels affect

perceived similarity. In that model, labels had the effect of warping representational space to

cluster objects with the same label while maintaining internal category structure. By now, it is

commonly accepted that labels do influence category formation but the exact mechanisms are

still subject to debate.

The effect of language on perceptual object representations has also been studied in the context

of language emergence. Experiments with robots show that agents can develop perceptually

grounded categories through interactions with their environment and that they can learn

to coordinate and align these categorical repertoires by playing communication games (for

an overview, see Steels, 2005). Cangelosi and Harnad (2000) directly compared the visual

representations learned through sensorimotor experience to visual representations learned

through a combination of sensorimotor experience and language. Like Westermann and

Mareschal (2014) in the context of language acquisition, they describe that labels warp the

11
The input vector is projected into the same self-organizing map. See Appendix D for more information on

self-organizing maps.
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representational space and induce categorical structure beyond the structure emerging through

sensorimotor interaction alone.

The interaction between perceptual object representations and emergent communication has

received little attention in current deep learning simulations. Some designs work with symbolic

input and do not model perceptual processes (e.g., Bouchacourt & Baroni, 2019; Chaabouni

et al., 2020a; Chaabouni et al., 2019; Kharitonov & Baroni, 2020). Simulations that do work with

pixel inputs largely rely on image features generated by pretrained CNNs and do not model the

effects of communication on these representations (e.g., Havrylov & Titov, 2017; Lazaridou et al.,

2017; Rodríguez Luna et al., 2020). In exceptional cases, the agents’ vision modules are trained

from scratch based on feedback from the communication game (e.g., Choi et al., 2018; Dessi

et al., 2021; Lazaridou et al., 2018). Of those, only Dessi et al. (2021) studied the emergent visual

representations, focusing on their quality as out-of-the-box features for downstream vision

tasks (e.g. classification). A systematic investigation of the interaction between the formation

of language and the formation of perceptual representations, similar to the pre-deep-learning

models described above, is still missing.

The third case study addresses this point by investigating the interaction between emergent

communication and perceptual representations in a reference game with DNN agents. While

interactions between concept formation, visual representations, and (emergent) language have

already been studied in simple ANNs, the use of deeper networks allows us to study these

interactions in the face of more complex, structured messages and raw pixel inputs.

The agents in our simulations communicate about images of 3D geometric shapes with

well-defined properties (color, scale, and shape). This simple object structure allows us to system-

atically manipulate the agents’ visual representations in terms of perceived object similarities.

We study the effects of variations in visual representations on emergent communication and

vice versa the effects of variations in communication on visual representations. Our simulations

mirror several empirically observed phenomena of bidirectional influence between language and

perception. In particular, communication induces categorical perception, which also occurred in

language emergence and word learning simulations with simpler models (Cangelosi & Harnad,

2000; Westermann & Mareschal, 2014). The mutual influence between language and perception

can also lead to mutual improvement: some visual representations lead to more successful

communication, and some protocols lead to more accurate visual representations. Thus, aside

from accounting for co-adaptation effects between language and perception, our results point

out ways to improve visual representation learning and emergent communication in artificial

agents.





2 Case study 1: Mutual exclusivity in pragmatic
agents

This chapter presents case study 1. The chapter starts with a lay summary, which is followed by

the content of the publication:

Ohmer, X., Franke, M., and König, P. (2022). Mutual exclusivity in pragmatic agents. Cognitive
Science, 46(1), e13069. https://doi.org/10.1111/cogs.13069.

2.1 Lay summary

Learning the meanings of words is a central part of language acquisition. Words are typically

uttered in a context with many potential referents. To learn the meaning of a new word, children

have to understand whether it refers to an object in the scene, and if so whether it refers to the

object as a whole or only a feature or part of it. Different mechanisms help children to perform

this disambiguation. Among others, children tend to assume that objects only have one label.

Under this assumption, new words should only be mapped to objects for which they have not

yet learned a label. This mechanism is known as the mutual exclusivity (ME) bias.

There are different theories about how the ME bias arises. One of them claims that the bias

arises from pragmatic reasoning processes. Pragmatic reasoning describes the process of taking

into account the context and the intention of the speaker when trying to infer the meaning of

what is being said. According to that explanation, the word learner reasons that the speaker

could have used a familiar word to describe a familiar object. Hence, if the speaker uses a new

word, this word must refer to an unfamiliar object.

In this project, we build a computational model of a word learner that applies pragmatic

reasoning and use the model to investigate the ME bias. We combine the pragmatic reasoning

component with an associative learning component: Every time the model identifies the correct

meaning of a word, the corresponding word-meaning association is strengthened a little.

While both pragmatic and associative word learning models already exist, this combination is

novel. It allows us to model two relatively independent parts of word learning. The associative

component simulates the incremental but sustained learning of word-meaning mappings, while

the pragmatic component simulates children’s ability to reason about the speaker’s intention

and the context to infer the meaning of a word in a given moment (although they might forget

it later). Taken together, we can study whether pragmatic reasoning leads to an ME bias as well

as how the ME bias develops over time according to a pragmatic explanation.

We run simulations in which our model learns several word-meaning associations. We measure

whether the model has an ME bias by calculating its probability of selecting an unfamiliar object

https://doi.org/10.1111/cogs.13069
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when hearing a novel word and subtracting the probability of randomly selecting an unfamiliar

object. The model is said to have an ME bias if the resulting value is larger than zero, with

higher values indicating a stronger bias. The model displays an ME bias throughout the entire

learning process, which confirms the idea that the bias can arise from pragmatic reasoning.

The model also captures the effects of different factors that influence the ME bias strength in

human word learners. For example, if the word learner knows more words, the bias becomes

stronger. Similarly, if the learner is more often confronted with familiar words, the bias becomes

stronger. Testing different model configurations shows that the model can only account for all

these effects if it becomes increasingly certain that associations between words and objects are

one-to-one, based on past observations.

The mutual exclusivity bias is also of interest to machine learning researchers. Artificial neural

networks (ANNs), which are the most popular machine learning models, display a behavior

that is opposite to the ME bias. ANNs are typically used to learn a mapping from certain inputs

to certain outputs. For example, a model could receive images as input and output a label for

the depicted objects. If ANNs receive a new input (in word learning: a word) they tend to map

it to a familiar output (in word learning: an object). This anti-ME bias slows down the network’s

learning process, especially if it continuously encounters new inputs. In the second part of the

project, We build an ANN implementation of a pragmatic word leaner and demonstrate that

pragmatic reasoning can also be used as an ME bias mechanism in ANNs.

Our work shows that pragmatic reasoning can lead to an ME bias both in simple associative

and in more complex ANN models. Several analyses highlight parallels between our model and

human word learning, speaking in favor of a pragmatic perspective on word learning.
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2.2 Abstract

One of the great challenges in word learning is that words are typically uttered in a context with

many potential referents. Children’s tendency to associate novel words with novel referents,

which is taken to reflect a mutual exclusivity (ME) bias, forms a useful disambiguation

mechanism. We study semantic learning in pragmatic agents—combining the Rational Speech

Act model with gradient-based learning—and explore the conditions under which such agents

show an ME bias. This approach provides a framework for investigating a pragmatic account

of the ME bias in humans but also for building artificial agents that display an ME bias. A

series of analyses demonstrates striking parallels between our model and human word learning

regarding several aspects relevant to the ME bias phenomenon: online inference, long-term

learning, and developmental effects. By testing different implementations, we find that two

components, pragmatic online inference and incremental collection of evidence for one-to-

one correspondences between words and referents, play an important role in modeling the

developmental trajectory of the ME bias. Finally, we outline an extension of our model to a deep

neural network architecture that can process more naturalistic visual and linguistic input. Until

now, in contrast to children, deep neural networks have needed indirect access to (supposed to

be novel) test inputs during training to display an ME bias. Our model is the first one to do so

without using this manipulation.

2.3 Introduction

Word learning is central to language acquisition. The core problem of word learning is that

novel words are typically encountered in situations that offer a multitude of potential referents.

To learn the meaning of a new word children must understand whether the word refers to an

object in the scene and if so whether it refers to the object as a whole or rather to a specific

feature or part of it. Next to social, linguistic, and attentional information, inductive biases help

children disambiguate the meanings of novel words (e.g., Bloom, 2000; Hollich et al., 2000;

Markman, 1991). The mutual exclusivity (ME) bias accords with the property of language that

word-meaning mappings tend to be bĳective (Clark, 1987). In the now classical ME paradigm,

Markman and Wachtel (1988) showed that when children are presented with two objects and

know the label for one of them, they will tend to associate a new label with the other object.

In additional experiments, they demonstrated that this inference mechanism not only helps

children to learn labels for whole objects but also for object parts and features. Accordingly, the

ME bias supports the identification of referents in ambiguous context and applies to a wide

variety of situations, making it a key word learning mechanism.

With some due simplification, the ME-bias behavior observed in the classical ME paradigm is

this. An agent is familiar with and able to recognize words {𝑤1 , . . . , 𝑤𝑛} and objects {𝑜1 , . . . , 𝑜𝑛}.
The agent has learned to associate, for simplicity, 𝑤𝑖 with 𝑜𝑖 for all 1 ≤ 𝑖 ≤ 𝑛 in a one-to-one

mapping. The agent has never encountered the word 𝑤𝑛+1 before, but recognizes it as different
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from any word in {𝑤1 , . . . , 𝑤𝑛}. Similarly, mutatis mutandis, for novel object 𝑜𝑛+1. The agent

now perceives a speaker use 𝑤𝑛+1 in a referential context 𝐶, where 𝐶 ⊆ {𝑜1 , . . . , 𝑜𝑛 , 𝑜𝑛+1} with

𝑜𝑛+1 ∈ 𝐶. The agent shows an ME bias in the classical ME paradigm if they show an ME response
by associating the novel object 𝑜𝑛+1 with the novel word 𝑤𝑛+1. Notice that the ME bias, thus

delineated, presupposes that objects and words are perceived as familiar or novel, and that the

speaker’s goal of using word 𝑤𝑛+1 is to refer to exactly one element from the referential context

𝐶.

There has been a long-standing discussion about the mechanism underlying the ME bias

(Lewis et al., 2020, for an overview, see). Two proposals dominate the literature. Under the

first proposal, the ME bias is a manifestation of an innate or early emerging constraint. One

important version of this proposal is the lexical constraint account. It posits that children are

biased to consider only lexica with one-to-one mappings between words and objects (Markman

& Wachtel, 1988; Markman et al., 2003). If only one-to-one mappings between words and objects

are feasible, then from the assumed one-to-one associations of 𝑤𝑖 to 𝑜𝑖 for all 1 ≤ 𝑖 ≤ 𝑛, the

only plausible mapping of novel word 𝑤𝑛+1 is to novel meaning 𝑜𝑛+1. A second prominent

approach uses a pragmatic explanation. Pragmatics studies how humans reason about each

other’s intentions and take into account contextual factors when producing and interpreting

utterances (Clark, 1996). Social-pragmatic reasoning abilities, such as understanding others’

intentions and theory-of-mind reasoning, play an important role in language acquisition (e.g.,

Bloom, 2000; Bohn & Frank, 2019; Clark & Amaral, 2010; Tomasello, 2001). Under the traditional

pragmatic inference account, the ME bias is based on the assumption that the speaker follows

cooperative principles of communication. According to Clark (1988), the relevant principles are

the Principle of Conventionality (speakers use the same words to refer to the same objects) and

the Principle of Contrast (every two types of objects contrast in meaning). Following a pragmatic

explanation along these lines, the ME response, associating novel word 𝑤𝑛+1 to novel meaning

𝑜𝑛+1, is supported by the pragmatic argument that if the speaker would have wanted to refer to

a known object 𝑜𝑖 ≠ 𝑜𝑛+1, they would have used word 𝑤𝑖 (by Contrast and Conventionality).

The classical ME paradigm constitutes a context-dependent inference task. The ME bias

phenomenon, however, is embedded in the long-term learning process of language acquisition.

In general, it has been argued that long-term word learning and online inference in situations of

referential ambiguity operate on different time scales and are not straightforwardly dependent

on each other (Frank et al., 2009; Gulordava et al., 2020; McMurray et al., 2012). For example,

given the classical ME paradigm, children are able to identify the correct referent, arguably via

online inference, but show poor retention of this novel word-meaning mapping when tested five

minutes later (Horst & Samuelson, 2008). While accurate referent selection can be achieved by

excluding competitors in a given context, retention requires encoding the association between

the novel word and object (Axelsson et al., 2012). In addition, several studies provide insights

into the developmental trajectory of the ME bias. When children of different age groups are

tested within the same ME experiment, the ME bias consistently increases with age (Bion et al.,

2013; Frank et al., 2016; Grassmann et al., 2015; Halberda, 2003; Lewis et al., 2020). This effect

seems to be driven by two factors that increase with age: vocabulary size and linguistic exposure,
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that is familiarity with “familiar” objects and labels (Grassmann et al., 2015; Lewis et al., 2020).

To provide a full account of the ME bias phenomenon, it is important to consider these relations

between online inference and long-term learning as well.

To address the ME bias puzzle, together with modulating developmental effects such as

vocabulary size and exposure, we develop a computational model that comprises both pragmatic

reasoning and long-term associative learning. In line with probabilistic pragmatic word learning

models, we rely on the Rational Speech Act (RSA) framework as a computational mechanism

for the ME bias. In the RSA framework, speakers and listeners recursively reason about each

other’s intention to enrich the literal meanings of utterances, using Bayesian inference. It has

successfully modeled various pragmatic phenomena (e.g., Scontras et al., 2018), and probabilistic

pragmatic word learning models either rely on the framework itself (Smith et al., 2013) or

similar formalizations (Frank et al., 2009; Lewis & Frank, 2013). In all these models, agents take

into account the speaker’s perspective when inferring the most likely lexicon from a history

of observed word-meaning pairs. Lacking situation-time dynamics, there is no differentiation

between long-term learning and online inference. Our model, in contrast, embeds (pragmatic)

online inference into a long-term learning process, where lexical associations are formed

incrementally in a gradient-based learning process. As a result, the model can account for

processes at different time scales and can be compared to behavioral data from the classical,

inferential ME paradigm as well as developmental studies. This comparison allows us to evaluate

which of the mechanisms hypothesized to play a role in the ME bias, and more generally word

learning, agree or disagree with psychological reality.

We introduce different pragmatic agent models with explicit lexical representations and use

them for an in-depth investigation of the ME bias phenomenon from a pragmatic perspective.

One implementation we evaluate is the same as in our earlier work (Ohmer et al., 2020), where

agents have a fixed lexicon size, corresponding to the number of words and objects in the data

set. In addition, we test a novel implementation with a dynamically growing lexicon. There is

an important conceptual difference between the two implementations. The pragmatic inference

account describes how pragmatic reasoning during online inference leads to an ME bias. This

inferential ME bias occurs in both implementations. However, pragmatic reasoning has different

long-term learning effects on the two lexicon types. In the fixed lexicon, but not the dynamic

lexicon, an additional lexical ME bias, as proposed by the lexical constraint account, arises.

(Section 2.4.3 provides a detailed explanation of how the two bias components relate to the two

lexicon types.) Using these two models, we study the ME bias, its developmental trajectory,

and its role in long-term learning; and simultaneously evaluate the influence of inferential and

lexical bias components.

The ME bias is also of interest to the machine learning community. Recently, Gandhi and Lake

(2020) showed that neural networks lack an ME bias and even have the reverse tendency of

selecting familiar labels for novel objects. They further demonstrated that this anti-ME bias slows

down learning in various types of networks. As a result, they proposed the ME bias challenge for

neural networks, which is not only a technical challenge applying to general classification or
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translation models but concerns any artificial agent design based on standard neural network

architectures. Compared to traditional probabilistic pragmatic models, the gradient-based

learning mechanism used by our approach is compatible with neural network training, and we

explore it as a potential solution to the challenge.

Recently, deep neural word learning models have been introduced, which try to address the

ME bias challenge (Gulordava et al., 2020; Vong & Lake, 2020). These models operate with two

networks: a visual module processing raw images and a language module processing words.

Whether a word maps to an object is determined by the similarity of their embeddings. In the

classical ME paradigm, the child’s ability to recognize familiar words and objects, as well as

to recognize the novel word and object as such, is given. While the two networks can learn

to recognize familiar words and objects, due to the anti-ME bias they are not guaranteed to

recognize the novel word, 𝑤𝑛+1, as different from any familiar word or the novel object, 𝑜𝑛+1,

as different from any familiar object. So far, deep neural word learning models use negative
sampling to solve this problem. In the classical ME paradigm, the bias is tested with words

and objects the child is entirely unfamiliar with. In contrast, these models rely on presenting

the test items as negative examples, so mismatching combinations of words and objects with

explicit negative feedback during training. Negative examples make the network learn that the

novel word (object) is not associated with any of the familiar objects (words). However, negative

sampling is not an empirically justified assumption about human word learning because it is far

from obvious that negative samples are available at a sufficient rate. Neither does it solve the ME

bias challenge of building neural networks that map novel inputs onto novel, hitherto unseen

outputs. Consequently, it is important to find mechanisms for generating ME-like behavior in

neural network architectures that do not require negative sampling.

The remainder of the paper is structured as follows. Section 2.4 introduces the computational

pragmatic models with explicit lexical representations and investigates their behavior in a

classical ME paradigm, developmental effects, as well as the relation between online inference

and long-term learning. Section 2.5 explores a proof-of-concept extension of our approach to

a deep neural network architecture. We follow existing joint-embedding space architectures

and test whether pragmatic reasoning can also achieve ME in deep neural networks (without

negative sampling). Section 2.6 critically assesses the approach taken here and the results

obtained from it before Section 2.7 concludes.

2.4 Mutual exclusivity in pragmatic agents with explicit lexical
representations

We set out to explain not only the ME bias behavior as it is observed in the classical ME

paradigm but also interactions between ME bias and long-term learning, in particular the effects

of vocabulary size and linguistic exposure on bias strength, and whether the ME bias supports

learning. In the following experiments, we explore these questions from a computational
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pragmatic perspective. We develop two different computational pragmatic models, one where

the lexicon size is fixed and one where it grows dynamically, both of which embed pragmatic

inference into an associative long-term learning process. As this is a novel approach, we initially

analyze the mechanisms by which these implementations lead to an ME bias on a theoretical

level. We find that they make different assumptions about how pragmatic reasoning causes an

ME effect. The computational experiments therefore not only test whether our pragmatic model

can account for empirical findings but also which of these assumptions are more plausible.

In our first analysis, we test whether both implementations lead to an ME bias in a long-term

learning context. We then proceed to investigate the development of the ME bias over time. As

vocabulary size and linguistic exposure have been identified as the main drivers behind the

increasing bias strength in early development, we conduct two separate analyses to examine

the influence of these two variables on our model. In an additional analysis we test whether,

even though making the correct inference is not sufficient for long-term learning, it could still

serve as a supporting factor. In a final analysis, we use differences in prediction between the two

implementations to identify the pressures of pragmatic reasoning on learning and inference

that can best explain empirical findings. To account for the difference between the two processes

of long-term learning and online inference, they are monitored separately throughout the

analyses.

2.4.1 Pragmatic agent model

The agents in our model feature two main components: a) explicit lexical representations and

b) rules of pragmatic behavior telling them how to use these representations to produce and

interpret messages. We consider agents with a fixed lexicon size (Ohmer et al., 2020) and also

explore an implementation with a dynamically growing lexicon.

Lexical representations

The lexicon 𝐵𝐴 of agent 𝐴 is a matrix providing a mapping between words and objects. Each

matrix entry 𝐵(𝑜𝑖 , 𝑤 𝑗) ∈ ℝ+ is an unnormalized value of how appropriate (in a semantic sense)

word 𝑗 is for object 𝑖. The matrix entries are the only trainable parameters of the model.

Fixed lexicon. Working with a fixed lexicon size is in line with other word learning models

(e.g., Lewis & Frank, 2013; McMurray et al., 2012; Regier, 2005). The agents’ lexicon is a matrix

of size 𝑁 × 𝑁 , where 𝑁 is the total number of word-object pairs in the training data. Because

agents are pragmatic, their reasoning process during learning encompasses all words and

objects in the lexicon, even those that have not yet appeared in the learning process, which is

similar to the negative sampling strategy employed in neural word learning models. In this

implementation, however, the use of negative examples is not modeled explicitly but arises

naturally from pragmatic reasoning. While the idea that agents reason about unfamiliar words
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and objects is questionable when trying to draw a connection to human word learning, one

can defend this approach by arguing that agents are aware that there are unknown states

and messages in the world. A fixed lexicon size implements the idea that agents extend their

reasoning to future novel inputs for which they reserve lexicon space.

Dynamic lexicon. Alternatively, the dynamic lexicon only encompasses familiar items and

is extended for novel inputs. This type of implementation has also been used before (e.g.,

Kachergis et al., 2012). The agents start out with a minimal lexicon of size 2 × 2. Every time

the agents encounter a novel object or word, the lexicon is extended by one row or column,

respectively. The newly created lexicon entries are initialized with the mean of the old entries.

As the mean of the lexicon entries changes throughout the word learning process, learning

has an indirect effect on associations between novel words and objects. But, unlike with a

fixed lexicon, they are not updated in the training process itself. Using the average of the old

lexicon as initialization for the new slots is a natural choice because the lexicon entries are not

upper-bounded. A constant initialization value would have different effects depending on the

hyperparameter setting (which influences the range of values the lexicon entries take on) and

the stage of the training process as lexicon entries tend to keep changing over time.

Rules of pragmatic behavior

For modeling pragmatic behavior, the vanilla RSA model is used. In the RSA model, conditional

probabilities describe how a speaker maps a state, 𝑠, onto an utterance, 𝑢, and how a listener

maps an utterance onto a state, while they take into account each other’s perspective.

𝑃𝐿𝐿(𝑠 | 𝑢) ∝ ⟦𝑢⟧(𝑠) × 𝑃(𝑠) , (1a)

𝑃𝑃𝑆(𝑢 | 𝑠) ∝ exp

(︁
𝛼 × [log𝑃𝐿𝐿(𝑠 | 𝑢) − 𝐶(𝑢)]

)︁
, (2a)

𝑃𝑃𝐿(𝑠 | 𝑢) ∝ 𝑃𝑃𝑆(𝑢 | 𝑠) × 𝑃(𝑠) . (3a)

At the basis of the recursive reasoning process is a literal listener (LL: 1a) who maps an utterance

onto any state for which it is true, at the same time considering the prior probability of that

state. In (1a), ⟦𝑢⟧(s) is the denotation function returning the truth value of utterance 𝑢 for

state 𝑠. A pragmatic speaker (PS: 2a) chooses her utterance such that the probability of being

correctly understood by a literal listener is maximized while production cost, 𝐶(𝑢), stays low.

The parameter 𝛼 ∈ ℝ+ regulates the speaker’s optimality. For 𝛼 = 0, the speaker’s choices

are random, and for 𝛼 → ∞, she will always select the utterance that yields the maximal

probability of being correctly understood by the literal listener. The pragmatic listener (PL: 3a),

in turn, interprets an utterance as if coming from a pragmatic speaker, also considering the

prior probability of states. We model our agents as pragmatic listeners.

We adapt the vanilla RSA model in several ways. The vanilla model assumes that agents have

access to the lexicon which is a truth table of utterances across states. In our case, the agent learns
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the (non-negative, real-valued) entries of its lexicon, which it also uses for its internal reasoning

process. We assume a flat prior over states, zero costs for every utterance, and set 𝛼 = 5.
1

As our

agents only reason about words and objects we change the notation accordingly:

𝑃𝐿𝐿(𝑜 | 𝑤, 𝐵𝐿𝐿) ∝ 𝐵𝐿𝐿(𝑜, 𝑤) , (1b)

𝑃𝑃𝑆(𝑤 | 𝑜, 𝐵𝑃𝑆) ∝ 𝑃𝐿𝐿(𝑜 | 𝑤, 𝐵𝑃𝑆)𝛼 , (2b)

𝑃𝑃𝐿(𝑜 | 𝑤, 𝐵𝑃𝐿) ∝ 𝑃𝑃𝑆(𝑤 | 𝑜, 𝐵𝑃𝐿) . (3b)

The agents are myopic with respect to the possibility of different lexica, that is, they only

consider their own current lexicon and do not reason about which lexicon their interlocutor

might likely have as in some pragmatic-inferential accounts (Frank & Goodman, 2014; Frank

et al., 2009; Lewis & Frank, 2013). We do not use literal listener or pragmatic speaker models

directly; they only appear as part of the pragmatic listener’s inference process.

2.4.2 Reinforcement learning

We train our agents with reinforcement learning.
2

Following the pragmatic reasoning process in

(3b), the agents map an input word onto a probability distribution over objects, 𝑃𝑃𝐿(𝑜 | 𝑤, 𝐵𝑃𝐿),
which defines their policy. The agents’ selection is sampled from this policy. If they select the

right object, they obtain a positive reward, 𝑅 = 1; otherwise they obtain zero reward, 𝑅 = 0.

The loss function is defined as the negative expected reward,

L(𝜃) = −𝔼
[︁
𝑅
]︁
, (4)

and the parameters to be optimized correspond to the agents’ lexicon entries, 𝜃 = 𝐵𝑃𝐿. The

parameters are updated using REINFORCE (Williams, 1992), which belongs to the family of

policy gradient algorithms. In our case, gradients are calculated as

∇𝜃L= −𝔼
[︁
𝑅 ∇𝜃ln𝑃𝑃𝐿(𝑜 | 𝑤, 𝜃)

]︁
. (5)

Gradient-based updates lead to incremental changes in the lexical associations between words

and objects and simulate the long-term learning process.

1
Because we use the model in a learning context 𝛼 also influences the trade-off between exploration and exploitation.

While 𝛼 = 5 provides a good balance, most qualitative results are robust across other values (𝛼 ∈ {2.5, 10}).
Additional explanations and analyses are provided in our OSF project.

2
Under a supervised learning regime, which provides a stronger feedback signal, the qualitative results stay the

same. The main quantitative differences are that a) training is faster, b) performance is higher, and c) performance

increases more substantially for agents with a fixed lexicon where all possible word-referent mappings are updated

at every training step.
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2.4.3 Mutual exclusivity in pragmatic reasoning

The consideration of alternative words and meanings by the pragmatic listener, as in (3b), leads to

an ME bias during online inference. This inferential ME bias applies equally to implementations

with a fixed and a dynamic lexicon. Fig. 2.1.A illustrates this effect, with the help of an example,

for the dynamic lexicon implementation. Here, the agent encounters a new word and a new

object in the context of familiar objects, which is why the lexicon is extended. The entries in

the new column and row are all identical to the average over the existing matrix. Nevertheless,

the rows corresponding to familiar objects have entries with above-average values because

associations between familiar words and objects have already been formed. That is, a pragmatic

speaker would probably have chosen one of the familiar words if referring to one of the familiar

objects (see the speaker mapping 𝑃𝑃𝑆 in the RSA readout shown in Fig 2.1.A). Taking the

reasoning process of the pragmatic speaker into account, the pragmatic listener can infer that the

new word probably refers to the new object (see the listener mapping 𝑃𝑃𝐿 in the RSA readout in

Fig. 2.1.A) although the last row in the lexicon has no information on the choice of utterance for

a new object. Thus, even without a learned lexical association for the input word, the agent has

a high probability of selecting the correct object. In other words, pragmatic reasoning causes an

ME bias that is independent of lexical constraints.

In our model, pragmatic inference is embedded into a long-term learning process. During each

inference, the pragmatic agent consults all word-object associations to infer a policy. Accordingly,

the learning signal created by a single inference affects all lexicon entries, as shown for a fixed

lexicon implementation in Fig. 2.1.B. In particular, a one-to-one mapping between the current

word-object pair is reinforced (green updates), and at the same time, associations between all

other words and objects in the lexicon are strengthened (orange updates). As the lexicon has a

different structure in the two implementations, the learning process has a different effect. In the

dynamic lexicon, only associations between familiar words and objects are updated. In the fixed

lexicon, in contrast, the learning process affects all associations, which induces assumptions

about associations between unfamiliar words and objects. These assumptions implement a

lexical ME bias: Associations between novel words and novel objects become increasingly more

likely than associations between novel words and familiar objects or novel objects and familiar

words. In conclusion, pragmatic reasoning causes an inferential ME bias regardless of lexicon

type, and an additional lexical ME bias for the fixed but not the dynamic lexicon.

The learning process does not induce a lexical ME bias if agents have a dynamic lexicon.

Still, it has an indirect effect on the associations between novel words and objects via the

initialization mechanism. During learning, associations between words and their referents are

strengthened. At the same time, associations between words and other objects are weakened. As

true associations are sparse, a majority of the lexicon entries converge to zero. As a consequence,

the mean of all lexicon entries—with which new slots are initialized—moves further away from

the true association weights, such that under pragmatic principles, the novel word becomes an

increasingly less likely choice for any of the familiar samples. Thus, the initialization mechanism



2.4 Mutual exclusivity in pragmatic agents with explicit lexical representations 53

Figure 2.1: A Example of the (pragmatic listener) agent’s inference step with a dynamic lexicon. When the agent

encounters a new word-object pair, its lexicon is extended by one row and one column. The “RSA readout” shows

the recursive reasoning steps that lead to the agent’s policy, 𝑃𝑃𝐿(𝑜 | 𝑤). The agent reasons about the policy of a

pragmatic speaker, 𝑃𝑃𝑆(𝑤 | 𝑜), which in turn reasons about the policy of a literal listener, 𝑃𝐿𝐿(𝑜 | 𝑤). Note that the

matrices here visualize policies and not lexica. Following this inference process, the selection probability for the

unfamiliar object is highest when receiving an unfamiliar word. Pragmatic reasoning leads to an inferential ME bias.

B Example of a training step with a fixed lexicon, adapted from Ohmer et al. (2020). If the listener selects the correct

object, it obtains a positive reward, 𝑅 = 1, else 𝑅 = 0. The weight update following a correct selection reinforces

one-to-one mappings between the current word-object pair (green) and strengthens associations between all other

words and objects in the lexicon (orange). With a fixed lexicon, the update includes unfamiliar words and objects,

leading to a lexical ME bias.

in the dynamic lexicon gradually builds up evidence for one-to-one-mappings between words

and objects.

In both implementations, the agent reasons pragmatically during learning and inference but

the consequences on the lexicon are different. With a fixed lexicon, pragmatic reasoning during

learning and inference divides the ME bias into lexical and inferential components. Other fixed

lexicon implementations, combining literal listener and pragmatic listener components, are

conceivable. A literal learner, performing pragmatic inference will have an exclusively inferential

ME bias. A pragmatic learner, performing literal inference will have an exclusively lexical ME

bias. And indeed, pragmatic inference can lead to an early emerging ME bias both by its effect

on the lexicon during learning and by its effect on the online reasoning process (Ohmer et al.,

2020). A fixed lexicon with literal learning and pragmatic inference provides an interesting

alternative to the dynamic lexicon implementation, in that it implements an inferential ME bias

component without the indirect effects of the initialization mechanism. First and foremost, we

are interested in the predictions of fully pragmatic agents with a fixed or dynamic lexicon. In a

separate analysis, however, we use different literal-pragmatic combinations for the fixed lexicon

to disentangle the contribution of lexical and inferential pressures on the ME bias.

2.4.4 Methods

Agents and training were implemented with Tensorflow 2.0 (Abadi et al., 2015).
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Training

Main setup. We train agents on a word learning task to simulate the long-term learning

process. We use a simple learning scenario in which the frequencies of words follow Zipf’s law

(Zipf, 1949)
3
. Objects and words are represented by one-hot vectors and have a predetermined

one-to-one mapping such that object 𝑖 is associated with word 𝑖, for 1 ≤ 𝑖 ≤ 100. We define

a sample as a word-object pair that belongs together. The training set contains all words and

objects that the agent can encounter and grows monotonically with the number of epochs. At

the beginning, agents are exposed to a single sample, and every 𝑘 epochs a new sample is added

until a total number of 𝑁 = 100 is reached. Given that word-object pairs are always added

together, the dynamic lexicon is always extended by one row and column simultaneously. Every

epoch consists of a fixed number of trials. At each trial, a word from the current training set is

randomly selected and presented to the agent. The agent maps the input word to a policy over

all objects in its current lexicon. The lexicon entries are updated using reinforcement learning,

as described above. The exposure interval 𝑘 determines after how many epochs new samples

are added to the training set, and thereby regulates how well the agent has learned familiar

words when it encounters a novel word. If not mentioned otherwise we report results for 𝑘 = 15,

which provides near-optimal learning conditions in that agents have enough time to learn

familiar words almost perfectly. We consider other exposure intervals (𝑘 ∈ {1, 3, 6, 9, 12, 15}) to

investigate the relation between linguistic exposure and ME bias and how differences in ME

bias relate to differences in learning success. To obtain robust results, we run 100 simulations

for every value of 𝑘 > 1 for the dynamic and the fixed lexicon, respectively. For 𝑘 = 1, we run a

total of 500 simulations each.

Hyperparameters. Training hyperparameters such as batch size, learning rate, lexicon initial-

ization values, and samples per epoch were selected based on model performance after running

a small grid search (for details see Appendix A.1). In general, we found the qualitative results to

be very robust across different hyperparameter values. The fixed lexicon entries are initialized

as 𝑏𝑖 , 𝑗 = 0.001, 1 ≤ 𝑖 , 𝑗 ≤ 100, and the dynamic lexicon entries as 𝑏𝑖 , 𝑗 = 0.1, 1 ≤ 𝑖 , 𝑗 ≤ 2. In every

epoch, 1000 word-object pairs are sampled randomly from the current training set. Agents are

trained with vanilla stochastic gradient descent (SGD) on batches of 32 examples and with

learning rate 𝛾 = 0.1, with one exception where we reduce the learning rate (see below).

Evaluation

We evaluate long-term learning and online inference. Word learning progress can be monitored

by the average reward achieved per epoch. As the reward for each trial is either zero or one,

the average reward directly corresponds to the proportion of words that are mapped onto

3
The Zipfian input distribution is arguably a natural assumption about the relative frequency of meanings to be

communicated. In previous work, we showed that pragmatic agents develop an ME bias regardless of whether

words follow a uniform or a Zipfian distribution. However, we found the advantage of pragmatic reasoning and

the resulting ME bias in terms of learning speed to be stronger for a Zipfian input distribution.
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the correct object. When evaluating online inference, we are interested in the ME bias. We

consider those time points in the learning process where the agent encounters a novel word

for the first time. This happens every 𝑘 epochs as determined by the exposure interval. By

tracking the agent’s inference at all these time points, we can analyze the ME bias throughout

development.

Mutual exclusivity index. We use the ME index (Ohmer et al., 2020), 𝐼𝑀𝐸, to quantify the ME

bias formally. An ME bias exists if the probability of selecting a novel object upon receiving a

novel word is greater than chance:

𝐼𝑀𝐸 =
𝑝(new object selected | new word) − 𝑝(new object)

𝑝(familiar object) .

If the probability of selecting a novel object given a novel word is at chance level the ME index

is equal to zero and if the entire conditional probability mass is on the new object(s) it is equal

to one. We add samples incrementally and evaluate the ME index separately for each new word.

With a fixed lexicon, there are various novel objects that the agent can select, and their number

decreases as a function of epochs. With a dynamic lexicon, there is only one novel object. The

exact formulas for both cases are provided in Appendix A.2.

General versus specific referential contexts We use two different settings to evaluate the

ME bias. In the general-context evaluation, the referential context 𝐶 comprises all known words

and objects, as well as any novel ones presented currently. Consequently, the agent’s selection

policy encompasses all objects in the lexicon. The ME bias strength, based on this policy, can be

taken to quantify the agent’s general assumption that a novel word must refer to a novel object

rather than an old one. In contrast, the specific-context simulates the classical ME paradigm. The

agent is presented with a novel word in the context of just one familiar object (distractor) and

one novel object (target), and the agent’s policy only encompasses these two objects. At the

same time, we limit the pragmatic reasoning process to the novel word, and words that the

agent considers plausible for the familiar object. These candidate words are determined by

sampling 25 times (independently, with replacement) from the policy of a pragmatic speaker

given the familiar object as input. The agent’s reasoning process then includes all words that

were sampled at least once.
4

Thus, not only the objects but also the words under consideration

are contextualized in the specific-context. The results for the specific-context evaluation are

obtained by aggregating: for every new word-object pair we create a specific context with every

other object in the lexicon as distractor. Differences between the two evaluations provide insights

into the role of contextualization in the ME bias phenomenon.

4
This sampling procedure implements a probabilistic version of applying a relative threshold criterion to the word

probability under the speaker’s policy. One can think of it as the speaker constructing a context model (fixing

which words and objects are salient alternatives for pragmatic reasoning) by collecting a number of candidate

words that easily come to mind.
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2.4.5 Analyses and results

Does pragmatic reasoning lead to ME in a long-term associative learning process?

Pragmatic reasoning can explain the ME bias and has been implemented successfully using the

RSA model. We start by testing whether both our RSA-based agent models, the fixed lexicon

implementation and the dynamic lexicon implementation, successfully realize this ME bias

mechanism in a long-term word learning context. To measure whether the agents have an ME

bias throughout learning, we calculate the ME index distributions over the course of training.

Figure 2.2: Distributions of rewards (A) and ME indices (B) across training. The distributions are averaged across

100 simulations with maximal exposure (𝑘 = 15). Results are shown for the fixed lexicon implementation as well as

the dynamic lexicon implementation, and the ME index is evaluated in general-context and specific-context. The

outliers in both plots represent low values that arise at the beginning or at the end of training (see Figure 2.3).

Fig. 2.2.A shows that agents with both types of lexica achieve very high rewards throughout the

training process, which means that they manage to consolidate all the words they encounter.

Fig. 2.2.B shows the ME indices for the general-context and the specific-context evaluation.

Agents with a fixed lexicon have a stronger ME bias than agents with a dynamic lexicon in

both types of evaluation. Still, the ME bias is very strong for either lexicon type, with all mean

ME indices lying above 0.88. All distributions lie completely above zero, which means that

the agents display an ME bias throughout the entire training process. The results extend our

earlier finding that pragmatic agents with a fixed lexicon have an ME bias in a general-context

evaluation (Ohmer et al., 2020), to agents with a dynamic lexicon and to a specific-context

evaluation simulating the classical ME paradigm.

How does vocabulary size influence the ME bias?

We are interested in the predictions of the two implementations regarding the developmental

trajectory of the ME bias. To test whether they are in line with the empirical observation that the

ME bias increases as children grow older and have a larger vocabulary, we look at the agents’

word learning performance and ME bias over time. Under the near-optimal learning conditions

considered here, the agents map novel words onto the correct referents almost as soon as they

have been added to the training set. We can therefore approximate the words that are part of
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the agent’s vocabulary by the words in the training set. As a new sample is introduced every 15

epochs, the vocabulary size grows monotonically with the number of training epochs.

Figure 2.3: Reward and ME bias strength over the course of training for both lexicon types. Shown are rewards (left)

and ME indices for the general- and the specific-context evaluation (right). For the specific-context evaluation, we

average the ME index across all referential games with the same target. Reported are mean values across 100 runs

with exposure interval 𝑘 = 15, and for the ME indices, we include standard deviations.

Fig. 2.3 shows average rewards and ME indices over the course of training. We begin by clarifying

technical peculiarities that arise with a fixed lexicon size. Early in the training process, rewards

drop more strongly for agents with a fixed lexicon (top left) than for agents with a dynamic

lexicon (bottom left) when new words are added to the training set. At training onset, agents

with a fixed lexicon have far more selection options than agents with a dynamic lexicon. Over

time, as more associations are established, the lexical ME bias reduces the number of potential

referents and the meaning of novel words can more easily be inferred. Looking at the ME indices

over time, the ME bias is relatively stable except for the initial and the final training phases.

With a fixed lexicon (top right), the ME bias drops for the final samples in the general-context

but not the specific-context evaluation. The sudden drop is due to a ceiling effect of the ME

index calculation. For a maximal ME index, the selection probability for each new sample must

be equal to 1/𝑙 where 𝑙 is the number of free slots. When the number of free slots reduces to

one, an extreme increase in the selection probability of the remaining novel samples is required

for the ME bias to be maximal. In the specific-context evaluation, in contrast, only the relative

difference in selection probability between the new sample and a randomly selected old sample

is important. Both effects, the increasing rewards as well as the drop in ME bias, are an effect of

the fixed lexicon design and are not conceptually relevant.

Let us now return to the question of interest. What predictions do the two implementations

make about the relationship between vocabulary size and ME bias? For the fixed lexicon, we

find that the ME index is high throughout training in both evaluations (ignoring the ceiling
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effect) (Fig. 2.3, top right). In essence, the size of the lexicon does not influence the ME bias. In

contrast, for the dynamic lexicon, the ME bias increases with the size of the lexicon following a

curve with decreasing incline (Fig. 2.3, bottom right). While this effect only holds for the initial

training phase in the general-context evaluation (dotted line), it holds throughout the entire

training process in the specific-context evaluation (dashed line). An additional test reveals that

if the policy from the general-context evaluation is used to contrast the selection probability

of the novel object separately against the selection probability of each familiar object, the ME

bias converges and does not increase continuously. Hence, for the ME bias to keep increasing,

not only the target-distractor contrast itself is important, but also the contextualization of the

pragmatic reasoning process, in that the agent only considers the objects present in the scene

and only alternative words that would be a sensible choice for these objects. As associations

between familiar words and objects are learned increasingly well, the agent considers fewer

alternative words for the distractor, which facilitates the correct inference. In summary, agents

with a fixed lexicon size have a constant ME bias, regardless of vocabulary size, while for agents

with a dynamic lexicon the ME bias increases with vocabulary size, in particular when the

inference process is contextualized.

How does the amount of linguistic exposure influence the ME bias?

The ME bias has also been shown to increase with the amount of exposure to familiar words,

which can be measured by varying the child’s familiarity with the distractor label in the classical

ME paradigm. Children’s linguistic exposure is based on a developmental history of word

learning experiences, whereas direct manipulation in the lab is only possible over a short time

span (e.g., Lewis et al., 2020). In our simulations, in contrast, we can directly regulate the

amount of exposure by varying the exposure interval 𝑘 and can do so throughout the long-term

learning process. The higher the exposure interval, the more time the agents have to reinforce

the relation between familiar words and referents, and thus a relation between word knowledge

level and ME bias can be established.

Fig. 2.4 shows the results for different levels of exposure, 𝑘 ∈ {3, 6, 9, 12, 15}, with larger intervals

corresponding to darker shades. With respect to the agents’ word learning performance (left

column), we find that performance is lower when the agents have little exposure to the training

samples (light-colored lines) as compared to high exposure to the training samples (dark-colored

lines). Hence, the exposure interval can, in fact, be used to regulate the word-level knowledge

for familiar words. Looking at the rewards over time, agents with a fixed lexicon improve to

near-optimal performance regardless of exposure level. As explained for the exposure interval

𝑘 = 15 above, the increase in reward stems from a continuous elimination of potential referents

that arises when a lexical ME bias acts on a fixed lexicon. The performance of agents with a

dynamic lexicon, however, decreases under low exposure, with a faster decrease for smaller

intervals. With respect to the agents’ ME bias (center and right column), there is a consistent

pattern for both types of lexica as well as both evaluations: More exposure to familiar samples
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increases the ME bias for novel samples. Visually, this pattern is reflected in the monotonically

darker shades of red toward higher ME indices.

Figure 2.4: Performance and ME bias strength over the course of training for different amounts of linguistic exposure:

𝑘 ∈ {3, 6, 9, 12, 15}. Plotted are mean and standard deviation across 100 runs for each exposure level. The darkest

red lines repeat the results in Fig. 2.3 apart from different scaling on the 𝑥-axis. Shown are performance (left), bias

strength as given by the ME index in the general-context evaluation (center), and the specific-context evaluation

(right). Rewards are smoothed by calculating the moving average across 19 epochs.

We examine the role of linguistic exposure in more detail by comparing the agents’ selection

probabilities when tested for ME under maximal (𝑘 = 15) and minimal (𝑘 = 1) exposure

levels, as shown in Fig. 2.5. In particular, we are interested in why the agents sometimes map

novel words onto familiar objects. For the general-context, the policy provides a full selection

distribution across all objects. For the specific-context, we calculate the policy for a referential

game with each familiar object as distractor, respectively. Differences in the target selection

probability indicate how much each object competes with the target object. Given a high amount

of exposure, the samples in the training set are learned almost perfectly before novel samples

are encountered. Therefore, selection probability mass is concentrated almost exclusively on the

novel object(s). In the general-context evaluation, the high selection probability for novel objects

is indicated by the probability mass lying on the upper right triangular matrix for the fixed

lexicon, or on the diagonal for the dynamic lexicon (2.5.A, left column). In the specific-context

evaluation, the target selection probability is consistently very high across all referential games

(2.5.B, left column). Given a small amount of exposure, the samples in the training set have not
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been learned perfectly by the time a novel sample is introduced. Accordingly, in an ME bias

evaluation, agents may select the novel object but they may also select any of the objects they

have not learned. In the general-context evaluation, some of the selection probability mass is

allocated to other recently introduced objects (2.5.A, right column), and in the specific-context

evaluation, agents perform much worse if the distractor is one of these more recent objects (2.5.B,

right column). Overall, the ME bias increases with the amount of exposure to familiar samples

and insufficient exposure makes the selection probabilities leak from novel to unconsolidated

objects.

Figure 2.5: Comparison of the ME bias in terms of agents’ selection policies, averaged across 100 runs. Selection

probabilities are evaluated for every novel word-object pair that is added to the training set. In both figure parts,

results are shown for the fixed (top) and the dynamic (bottom) lexicon when learning is optimal (𝑘 = 15; left)

or suboptimal (𝑘 = 1; right). A For the general-context, we display the agents’ selection probabilities given the

novel word as input. We cap the probabilities at 0.05 to make differences below that value more visible. The 𝑦-axis

indicates the introduction of a new sample to the training set. In the optimal learning condition, this happens every

15 training epochs and in the suboptimal learning condition every epoch. For every sample on the 𝑦-axis, the selection

probabilities in the ME bias evaluation are plotted along the 𝑥-axis. B For the specific-context evaluation, we display

the target selection probability for each referential game, with the novel object as target on the 𝑦-axis, and each

(familiar) distractor object on the 𝑥-axis.

Does an ME bias during online inference support long-term learning?

The ME bias supports the fast mapping of words to objects during online inference. We

investigate whether this inferential advantage also supports long-term learning, by relating

differences in ME bias strength to differences in learning success. For this purpose, we divide the

training data into two categories, words for which the agent has a weak ME bias (0 < 𝐼𝑀𝐸 < 0.5)

upon first encounter, and words for which the agent has a strong ME bias (𝐼𝑀𝐸 ≥ 0.5) upon first

encounter.
5

We consider a scenario with little linguistic exposure (𝑘 = 1) to make sure that not

all samples are learned immediately, such that there is enough variation in learning success. For

the simulations with a fixed lexicon, we additionally reduce the learning rate to 𝛾 = 0.0001 to

achieve that. We then measure learning success, in terms of whether a word-object association

is learned in the long run, and learning duration, in terms of the number of epochs it takes until

5
The two categories cover all words since 𝐼𝑀𝐸 > 0 without exception.



2.4 Mutual exclusivity in pragmatic agents with explicit lexical representations 61

the association is stable. A word-object association counts as learned when the word is mapped

onto the correct object in more than 99% of the cases in all remaining epochs.

Figure 2.6: Learning success and learning durations with respect to ME bias strength. Shown are averages across

500 simulations with an exposure interval of 𝑘 = 1 for the fixed lexicon implementation (A) and the dynamic

lexicon implementation (B) respectively. For the fixed lexicon the learning rate was reduced to 𝛾 = 0.0001 to obtain a

significant number of samples that are not learned immediately. The rows indicate different time spans in which the

samples had to be learned after they were first encountered: 10, 20, or 30 epochs. Learning success is measured as

the percentage of samples learned across simulations and learning duration as the average number of epochs until

samples were learned. For a sample to be learned it must be mapped correctly 99% of the time in all remaining

epochs. To display meaningful statistics, we only calculate learning success and duration for a minimum of five

samples (1% of the simulations) with either strong or weak ME bias.

Fig. 2.6 shows the results for different time spans in which the agent must learn the samples,

with each row corresponding to one time span (10, 20, and 30 epochs). Results for the fixed

lexicon are given in Fig. 2.6.A and results for the dynamic lexicon in Fig. 2.6.B. Blue triangles

correspond to words with a strong bias and red triangles to words with a weak bias. When

children infer a certain word-meaning mapping in context, they do not necessarily remember

this association (Horst & Samuelson, 2008). We find a similar behavior in our model. Even words

for which the agent has a strong ME bias (𝐼𝑀𝐸 > 0.5, blue triangles) are not always learned, in

the sense that they are not consistently mapped onto the correct referent in the long run. The

difference between inference and learning success arises because changes to the lexicon, based

on the associative learning process, are incremental and operate on much slower time scales

than the inference process. If the agent does not map the novel word sufficiently often onto the

correct referent, the association is not reinforced strongly enough, even though the mapping

upon first exposure was correct. But the longer the available time span, the more objects are

learned. Looking at the relation between ME bias and long-term learning success, we find that

a strong ME bias increases the learning success rate and decreases the learning duration. These

improvements can be observed for both implementations and for all time spans.

Experiments with adults show that word learning is less successful and slower when referential

uncertainty is high (Smith et al., 2011). The current analysis allows us to establish a link between
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uncertainty and learning success via the ME bias. There is high referential ambiguity under

suboptimal learning conditions: the agent does not know whether the novel word refers to the

novel object or any of the old objects that it has not learned. This uncertainty, in turn, has a

negative impact on the ME bias, and as a consequence on long-term learning.

How do lexical and inferential pressures influence the ME bias?

As discussed in Section 2.4.3, pragmatic reasoning can cause an ME bias via lexical and

inferential pressures. The inferential pressure exists regardless of lexicon type but the lexical

pressure arises only in the fixed lexicon because associations of unknown words and objects are

updated in the learning process. Still, the dynamic lexicon accumulates evidence for one-to-one

mappings via its initialization mechanism. Our goal is to identify how differences in lexical and

inferential pressures for ME influence the developmental trajectory of the ME bias. Considering

the results above, the main difference between the two implementations is that the dynamic

lexicon predicts an increase in ME bias strength across development, whereas the fixed lexicon

does not. We perform an ablation study for the fixed lexicon implementation by removing the

agent’s pragmatic reasoning ability during either learning or inference. The pragmatic reasoning

process is replaced by that of a literal listener in the RSA model, as in (1b). A literal learner

performing pragmatic inference will only have an inferential ME bias, while a pragmatic learner

performing literal inference will only have a lexical ME bias. This allows us to disentangle the

role of lexical and inferential pressures toward ME from other factors.

Figure 2.7: Average rewards and ME indices across training for an agent with a fixed lexicon applying pragmatic

reasoning during learning but not inference (top row) or applying pragmatic reasoning during inference but not

learning (bottom row). Training was conducted with an exposure interval of 𝑘 = 15 epochs. We show average results

across 100 runs, including standard deviations for the ME indices.
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Fig. 2.7 (top row) shows the word learning performance (left) and ME bias strength (right)

across training for an agent that uses pragmatic reasoning during long-term learning but not

for inference. On average, word learning is successful throughout training as rewards remain

constantly near-optimal. Initially, ME indices of both evaluations are also maximal, due to

lexical constraints induced by pragmatic considerations during learning. However, further

into the training, both ME indices start to decrease. The general-context ME index continues

to decrease monotonically, whereas the specific-context ME index recovers. This pattern is

very similar to the results for a fully pragmatic agent with a fixed lexicon under suboptimal

learning conditions (see Fig. 2.4, fixed lexicon, 𝑘 = 3). For the fully pragmatic agent, the decrease

in general-context ME bias arises because one-to-one mappings between familiar words and

objects are not strengthened sufficiently to fully exclude familiar objects as referents. For the

pragmatic-literal agent, the decrease arises because familiar objects cannot be excluded as

confidently in a literal reasoning process, which does not take into account that familiar objects

are already “occupied” by a familiar word. The increase in specific-context ME bias is due to

the fixed lexicon size, and not conceptually relevant. Even though the lexical constraint account

does not commonly assume the involvement of pragmatic reasoning, the simulations underline

that while lexical constraints can cause an ME effect, additional assumptions must be made to

explain why it increases in strength.

Fig. 2.7 (bottom row) shows word learning performance (left) and ME bias strength (right) across

training for an agent that uses pragmatic reasoning only in the online inference process but not

during learning. High rewards indicate that learning is also successful for this combination. We

compare the agent’s ME bias to that of an agent with a dynamic lexicon (see Fig. 2.3, dynamic

lexicon). The general-context ME bias is relatively constant throughout development for both

implementations. Yet, while the dynamic lexicon predicts an increasing ME bias in the classical

ME paradigm, the literal-pragmatic combination predicts a constant ME bias. Even though

both agents largely rely on inferential pressures toward ME, agents with a dynamic lexicon

collect evidence for one-to-one mappings via the initialization mechanism, whereas agents

with a fixed lexicon do not. In conclusion, pragmatic online inference can cause an ME bias

throughout development without a need for additional lexical pressures; but the developmental

trajectory of the ME bias can only be accounted for if the pragmatic inference process includes

the increasing evidence for one-to-one mappings in the lexicon.

2.5 Mutual exclusivity in pragmatic neural network agents

The models discussed in Section 2.4, from now on called explicit lexicon models, are limited by the

simplicity of their input representations. They neither capture how human or artificial agents

can learn new words from raw visual and linguistic input nor how the ME bias arises from

such inputs. There are two different parts to the ME bias phenomenon. In a first step, the agent

must recognize that visual and linguistic input represent novel types and not novel instances of

familiar types. This process is closely related to the problem of out-of-distribution detection in
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machine learning models (e.g., DeVries & Taylor, 2018; Hendrycks & Gimpel, 2017; Liang et al.,

2018). In a second step, the agent must map the novel word to the novel object, which is the

actual ME effect. The explicit lexicon models can capture the second step, but not the first one,

which must rely on perceptual similarities and possibly common-sense knowledge.

The explicit lexicon models can in principle be combined with neural network modules as

they rely on the same gradient-based learning mechanism. For example, objects displayed in

images and words recorded as text could be processed by dedicated networks mapping them

onto the corresponding row or column in the lexicon. This approach faces two immediate

problems. First, end-to-end training is difficult as mapping onto specific slots of the lexicon

requires using the non-differentiable argmax function. So, either training is not end-to-end or

the argmax operation must be approximated, for example, using the Gumbel-softmax trick (Jang

et al., 2017). The second problem is specific to modeling the ME bias. If neural networks are

trained to process the visual or linguistic input, they will fail to recognize novel inputs due to

the diagnosed anti-ME bias. For example, an image classification network will map objects from

novel categories with high confidence onto familiar categories. However, if the agent does not

recognize an object as novel, it cannot use the ME bias.

To overcome these problems, we use continuous word and object representations that can exploit

similarity relations in the input space. To perform pragmatic reasoning on these representations,

their association strength (corresponding to the lexicon entries) is determined by calculating the

similarities between these representations in a joint embedding space. With this architecture,

end-to-end training is possible. We expect pragmatic reasoning to cause an ME bias also in

this setup. As certain word and object representations become very similar over the course

of training, pragmatic reasoning makes the use of novel words for these objects unlikely. We

run an experiment to test this hypothesis and additionally examine the influence of negative

sampling on our model.

2.5.1 Neural pragmatic agent model

The model, as shown in Fig. 2.8, consists of three main components: a vision module (orange),

a language module (blue), and a pragmatic reasoning module (green). The agent learns new

word-object mappings by receiving a word and trying to select the correct referent from several

objects given by the context. The vision and the language module map their respective inputs

into a joint embedding space, where lexical association strength is determined by the similarity

of the embeddings. In the pragmatic reasoning module, the RSA model is used to calculate a

policy for the different objects under the given input word, taking into account alternative input

words that could have been used.
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Figure 2.8: Visualization of architecture and training setup for the neural network model.

Vision and language modules

Vision module. The vision module maps raw pixel input onto an image embedding. We

pretrain a convolutional neural network (CNN) on the input data using supervised learning.
6

The CNN consists of two convolutional layers followed by a dense layer and the final output layer

(see Appendix A.3 for details on model and training hyperparameters). We use the activations of

the fully connected layer to extract the image features. These features are mapped into the joint

embedding space by an additional fully connected layer with sigmoid activation function.

Language module. The language module consists of an embedding layer mapping the integer

symbol inputs onto continuous vectors. An additional fully connected layer with sigmoid

activation function maps these word representations into the joint embedding space.

Bounding the embedding space. Often representations are unbounded in a joint embedding

space. When learning a lexicon, associations between learned words and objects can take on

extreme values over time. In the dynamic lexicon implementation, we initialize novel lexicon

entries with the lexicon’s mean value. Here, in contrast, we cannot control how novel slots are

initialized, that is, what values the embeddings of unknown words and objects take on. As

6
Pretraining the CNN facilitates training the remaining model parameters. It can be done without loss of generality,

given that we are interested in how the ME bias arises when associations between words and objects are learned,

independent of how the visual features of these objects are extracted.
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a consequence, also the similarities (associations) between unknown words and objects are

unconstrained. We find that bounding the embedding space by using a sigmoid output function,

instead of a linear one, is in our case sufficient to provide a working initialization.

Pragmatic module

Again, our agent is implemented as a pragmatic listener in the RSA framework. As the pragmatic

reasoning process involves the literal listener and the pragmatic speaker, we need to express

these formulas based on our neural network architecture. We assume that the agent receives a

single input word,𝑤, in a context with multiple objects, 𝐶 = {𝑜1 , ..., 𝑜𝑘}. Given word embedding

v ∈ ℝ𝑚
and image embeddings u1 , ..., u𝑘 ∈ ℝ𝑚

, we can calculate the similarity values between

the word embedding and each image embedding 𝑠1 , ..., 𝑠𝑘 ∈ ℝ with 𝑠𝑖 = exp(u𝑇
𝑖
v). With a

generic optimality parameter 𝛼, this leads to the following reformulation of (1b)–(3b):

𝑃𝐿𝐿(𝑜 | 𝑤, 𝐶) ∝ 𝑠 , (1c)

𝑃𝑃𝑆(𝑤 | 𝑜, 𝐶) ∝ 𝑃𝐿𝐿(𝑜 | 𝑤, 𝐶)𝛼 , (2c)

𝑃𝑃𝐿(𝑜 | 𝑤, 𝐶) ∝ 𝑃𝑃𝑆(𝑤 | 𝑜, 𝐶) . (3c)

2.5.2 Methods

Again, agents and training were implemented with Tensorflow 2.0.

Training

Main setup. We train our agents on a referential game (see Fig. 2.8). During each round of the

game, the agent receives a word, the target object (referred to by the word), and a distractor object

as input. The agent outputs a selection probability for the two objects, and the actual selection

is sampled from this policy. If the agent selects the target object, it receives a positive reward,

𝑅 = 1; otherwise it receives zero reward, 𝑅 = 0. Again, the agent is trained with REINFORCE

using Equations (4) and (5), with the only difference that the parameters to be optimized, 𝜃,

correspond to the neural network weights instead of the lexicon entries. We use the images of

the MNIST data set (LeCun et al., 2010) as objects. These images contain 70, 000 handwritten

examples of the digits 0–9, with a train/test ratio of 60, 000/10, 000 and a size of 28 × 28 pixels.

In our setup, the world consists of 10 different objects, corresponding to the different digits and

20 possible words, corresponding to 20 distinct symbols (0–19), both of which are uniformly

distributed. Our training and test sets contain digits 0–8, and nine randomly selected, distinct

words, which are assigned to these objects. Selection and assignment of words vary between,

but not within runs. The test set is used to measure how well the network generalizes to novel

examples of digits 0–8. The remaining object, digit 9, and the remaining words are reserved for

evaluating the ME bias and form a separate data set. Reserving multiple words and a novel
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object for the evaluation simulates a world in which there are many potential names for an

object. By holding out the images of digit 9, we have train/test sets of 54, 051/8, 991 images. To

generate the referential games, each image is used as the target once and paired with a random

distractor showing a different digit. At every training trial, the agent’s input consists of one of

the nine words in the training set, an image of the digit that word refers to (target), and an

image of a different digit.

Hyperparameters. The embedding layer of the language module as well as the two fully

connected sigmoid layers mapping word and object representations into the joint embedding

space each have dimensionality 32. All network parameters are initialized randomly. The

network is trained with Adam optimizer, learning rate 𝛾 = 0.0001, and batch size 64. Training

proceeds for 100 epochs. All parameters were selected by hand.

Evaluation

To evaluate the ME bias, we compile referential games with a novel input word and number

9 as the target. We measure the ME bias as the correct selection probability in this test setup.

Precisely, the correct selection probability is calculated by pairing each of the examples of digit 9

with a random distractor from the test set as well as a random novel input word, and averaging

the results across these test games. Pairing the novel object with different potential novel names

provides a more robust ME bias estimate as random differences in the embeddings of novel

words are averaged out.

Experiments

We train the agent on the referential games as described above and evaluate whether it has an

ME bias. By default, the agent’s pragmatic reasoning step encompasses the word and objects

given by the context as well as all other words in its lexicon, so the remaining words in the

training set (assigned to digits 0–8). As the number of words and objects is small, taking into

account all alternative messages is not too costly; for more complex worlds sampling may become

necessary. For the explicit lexicon models, we know 𝛼 = 5 to be a suitable optimality parameter

from earlier work, and the grid search further showed that results are not very sensitive with

respect to optimality. Without such information for the neural network implementation, we test

different optimality values, 𝛼 ∈ {5, 10, 15}. In addition, to evaluate whether the ME bias can be

attributed to the pragmatic reasoning ability of the agent we run the same experiment with a

literal agent as given by (1c) and compare the results. For the pragmatic agent with optimality

𝛼 = 5, we test modified versions of the negative sampling strategies employed by Gulordava

et al. (2020). For negative sampling of words, the agent takes into account all possible words

in its reasoning process, not just the ones in the training set. For negative sampling of objects,
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the images of number 9 already appear as distractors during training. We also test negative

sampling of both words and objects. In total, we run 25 simulations for each variation.

2.5.3 Results

Fig. 2.9 shows the results for the pragmatic neural network agents. The top row shows the

training rewards and the bottom row the strength of the ME bias, both over time. All runs

converge to maximal accuracy on the training data and reach test accuracies (not in the figure)

greater than 99.8%. Looking at the rewards (top left), it is not surprising that pragmatic

agents learn faster than literal agents. For a literal listener, the learning update only affects

the representations of the current training input. The pragmatic listener samples alternative

words the speaker could have used. Accordingly, the learning update not only affects the

representations of the currently present word and objects but also the representations of these

alternative words. Pragmatic agents with different optimality parameters (top left) as well as

different negative sampling strategies (top right) learn approximately equally fast, with a slight

advantage for higher optimality parameters.

Figure 2.9: Rewards (top) and ME bias (bottom) for the neural network architecture. All values are averaged across

25 runs, and standard deviations are displayed by error bars; no error bars are visible for the rewards due to very

little variation. The left column compares pragmatic agents with different optimality parameters and a literal agent.

The right column compares different negative sampling strategies for a pragmatic agent with optimality 𝛼 = 5: no

negative sampling, negative sampling of words, negative sampling of objects, or negative sampling of words and

objects (both).
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There is no clear relationship between performance and ME bias. While all agents achieve

maximal rewards, the correct selection probabilities in the ME paradigm vary strongly. The

different agents trained without negative sampling (left column) all display an ME bias. The

strength of the bias varies with the optimality parameter, with higher optimality leading to

a lower bias. With higher optimality parameters, small distances in the embedding space

are amplified strongly by the exponentiation with a large 𝛼. Then both word–target and

word–distractor similarity may become zero, such that pragmatic reasoning cannot take effect.

Interestingly, even the literal agents have a weak bias and make correct selections on average

69.5% of the trials at the end of training. The ME bias of the literal agent arises from the structure

of the embedding space. Looking at the literal agent’s lexicon (see Appendix A.4), it turns out

that representations of the novel words lie closer to representations of the novel object than to

those of familiar objects. Further research is needed to understand why this pattern arises. Still,

the pragmatic agents have a consistently higher bias, with 79.8% (𝛼 = 15), 81.5% (𝛼 = 10), and

84.7% (𝛼 = 5) at the end of training.

Looking at the different sampling strategies (bottom right), training without negative sampling

surprisingly leads to the strongest bias, with negative sampling of words and negative sampling

of both words and objects being close or equal. If negative sampling is used only for objects, the

agent develops a strong negative ME bias. Appendix A.4 shows visualizations of the learned

lexica using different sampling strategies. Overall, it seems that pragmatic reasoning alone

induces enough competition between novel and familiar objects. As discussed by Gulordava et al.

(2020), negative sampling of objects introduces an anti-polysemy bias, while negative sampling

of words introduces an anti-synonymy bias. Given that the ME bias is an anti-synonymy bias,

this distinction explains why negative sampling of words or both words and objects leads to a

much higher ME bias than negative sampling of objects. When negative sampling of objects is

used, the ME bias drops far below chance. The representations for these objects move so far

away in the embedding space that novel words eventually lie closer to the distractors than the

target. In conclusion, our main result is that pragmatic reasoning alone is sufficient for the agent

to develop an ME bias and negative sampling leads to no further increase in bias strength.

2.6 Discussion

We provide a new computational pragmatic model of the ME bias that combines insights from

cognitive models of language use and modern machine learning techniques. We use agent

models with explicit lexical representations to demonstrate that pragmatic reasoning not only

leads to an ME bias in the classical ME paradigm but can also capture important aspects of the

relation between ME bias and long-term word learning. In line with empirical findings, our

model makes the following predictions: a) the ME bias increases with the agent’s exposure to

familiar words and objects, b) the ME bias increases with the agent’s vocabulary size, and c)

correct inference does not guarantee long-term learning. The different implementations with

fixed and dynamic lexica allow the modeler to choose between different assumptions on how
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pragmatic reasoning causes ME—only via an inferential bias or also via a lexical bias. Further

analysis of these competing pressures reveals that an inferential ME bias alone is sufficient

to predict an increase in ME bias strength across development if evidence for one-to-one

mappings—collected throughout learning—is used in the inference process. We additionally

show that a strong ME bias during online inference positively influences learning success

and duration. Pragmatic reasoning may therefore constitute a useful ME bias mechanism for

machine learning models. As a proof-of-concept, we demonstrate a transformation of our

approach to a deep neural network architecture working with raw visual inputs and show that

pragmatic reasoning also leads to an ME bias in such deep neural network agents. Together, our

results open up new possibilities for research on the ME bias in word learning and deep neural

networks.

2.6.1 Word learning

If pragmatic reasoning processes as formalized by the RSA framework play a role in infant, child,

or adult word learning, they can be captured by our model, at least at the computational theory
level of explanation (Marr, 1982). Over the past years, there has been growing evidence on the

pervasive role of pragmatics in (early) language learning. It has been shown that preverbal infants

already understand the communicative nature of language (Martin et al., 2012; Vouloumanos

et al., 2012). A recent review by Bohn and Frank (2019) maps out how young children use

pragmatic inferences in word learning and how language understanding becomes increasingly

more subtle as these inferences grow more complex over time. On the contrary, several studies

have found that even at 5 years of age children often fail to perform certain types of pragmatic

inferences (Huang & Snedeker, 2009). In the classical ME bias paradigm, alternative utterances

can be derived from the context, 𝐶. The novel word, 𝑤𝑛+1, is contrasted with the label of the

familiar object, 𝑤𝑖 ∈ {𝑤1 , ..., 𝑤𝑛}. It turned out that in cases where pragmatic inference fails,

children struggle with generating alternative utterances because they are less clear from the

context, rather than computing the inference per se (Barner et al., 2011). Supporting this, several

experiments by Frank and Goodman (2014) suggest that children and adults do indeed make

RSA-like inferences to infer novel word meanings in context.

Next to pragmatic accounts of ME, constraint and bias accounts form a major strand of

theories. They propose that infants have an innate or early emerging lexical bias toward one-

to-one mappings between words and meanings. In principle, this bias can be specific to word

learning or result from domain-general processes (Markman, 1992). In the dynamic lexicon

implementation, pragmatic reasoning affects the agent’s inference process. As such it can be seen

as a computational model for a pragmatic inference account. In the fixed lexicon implementation,

pragmatic reasoning not only affects the inference process but also induces a lexical ME bias.

This lexical bias emerges at learning onset and explains why agents with a fixed lexicon but

not agents with a dynamic lexicon have a strong ME bias already at the beginning of training.

So, with a fixed lexicon implementation lexical constraint accounts and pragmatic inference
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accounts can be accommodated by the same general principle of pragmatic reasoning—applied

to learning and inference.

Our ablation analysis provides important insights into the role of lexical and inferential pressures

toward ME. In line with the probabilistic pragmatic model by Lewis and Frank (2013), we

find that both lexical and inferential pressures are sufficient but not necessary for ME. In

addition, innate or early emerging lexical biases alone cannot account for the fact that children’s

ME bias increases with their vocabulary size. It follows that lexical constraint accounts must

identify additional factors responsible for this development (e.g., Halberda, 2003). But inferential

pressures must also use an evidence accumulation mechanism that reflects increasing certainty

about the justification of a one-to-one assumption to model the increasing bias (c.f., Lewis &

Frank, 2013).

By using gradient-based learning in pragmatic agents, our model combines aspects of probabilis-

tic pragmatic and associative word learning models (e.g., Kachergis et al., 2012; McMurray et al.,

2012; Regier, 2005). Our agents use pragmatic reasoning to infer the meaning intended by the

speaker among different alternatives but use gradient-based learning. While associative models

typically hard code a competition mechanism to achieve ME (Yurovsky et al., 2013), in our case,

such competition arises naturally from the consideration of alternative meanings and utterances.

Compared to probabilistic models, gradient-based learning allows our model to separate online

inference and long-term learning and thereby to account for interactions between them. At

the same time, our model loses the ability to learn from few examples, a disadvantage that is

shared by many gradient-based word learning models (e.g., McMurray et al., 2012; Najnin &

Banerjee, 2018; Vong & Lake, 2020). From a technical perspective, it opens up the integration

of a pragmatic reasoning module with neural network components for processing visual or

linguistic input. In sum, our approach might inspire new pragmatic word learning models as it

differentiates between long-term learning and online inference and can operate on raw inputs

when implemented with a deep neural network architecture.

Aside from dedicated models, general learning theory in the form of the Rescorla-Wagner

(R-W) model has also been applied to word learning (e.g., Ramscar et al., 2013; Ramscar et al.,

2010). The R-W model can be considered a reinforcement learning model where learning is

driven by reward prediction errors. Importantly, associations between referents (cues) and

words (outcomes) are updated for both words that are present and words that are not present.

However, it is unclear how a learner identifies relevant non-outcomes (Hollis, 2019). Both, our

pragmatic model and R-W models of word learning have the effect that children reason about

the informativity of a word compared to other words (Ramscar et al., 2013), but the pragmatic

reasoning process provides a natural explanation of how relevant alternative utterances can be

identified in terms of what a listener thinks a speaker could have said.

This paper set out to explain ME bias behavior as selecting the novel referent 𝑜𝑛+1 given a novel

word 𝑤𝑛+1. What is left unaddressed is how the set of relevant referents is to be construed

in the first place by the learning agent. If the learning agent knows the word “dog” and also

knows that the dog in front of them is called “Fido”, a novel word for a novel object (e.g., a
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cat) could contrast with the known object at the level of kinds or at the level of individual

names. Just like knowledge of how to construe relevant utterance alternatives is crucial for

ontogenetically developing pragmatic reasoning abilities (see above), so, too, is it necessary

to construe which meaning distinctions are relevant in the given context. Linguistic theory

models relevance of meaning distinctions as (possibly implicit) questions under discussions

(e.g., Roberts, 2012), essentially using partitions of objects into equivalence classes based on

which distinctions matter to the conversation. Recent natural language applications similarly

have started to integrate such partition-based approaches to modeling discourse relevance

(e.g., Nie et al., 2020). By extending the work presented here to include different levels of

partitioning objects into relevance-guided equivalence classes to which novel words might refer,

the present approach could be extended to go beyond considering one-to-one relationships

between words and objects, thereby capturing a hierarchical organization of word meanings

at different levels of granularity. Further challenges for extending the approach in this paper

to the full flexibility of natural language lexical meanings include dealing with polysemy,

ambiguity and context-dependence, vagueness, and, though arguably very infrequent (since no

two expressions are absolutely equivalent in meaning and use), synonymy.

2.6.2 Deep neural networks and outlook

Apart from the pragmatic reasoning module, our deep neural network implementation is very

similar to existing deep word learning models (Gulordava et al., 2020; Vong & Lake, 2020).

Gulordava et al. (2020) even try a pragmatic inference based approach at test time. Still, these

models rely on negative sampling during training to induce competition and achieve an ME bias.

As children can map entirely novel words to entirely novel objects in the ME paradigm, the use

of negative sampling undermines the explanatory potential of these models. We demonstrate

that using pragmatic reasoning at training and test time is sufficient to cause an ME bias such

that negative sampling is not necessary.

In future work, it is important to establish if and how our approach can scale to more complex

data sets and learning scenarios. Various works apply the RSA framework to deep learning

problems. The resulting neural RSA models are used for different supervised learning tasks, such

as generating and interpreting referential expressions (Andreas & Klein, 2016; Cohn-Gordon

et al., 2018; Monroe et al., 2017; Monroe & Potts, 2015; Zarrieß & Schlangen, 2019), generating and

following instructions (Fried, Andreas, et al., 2018; Fried, Hu, et al., 2018), machine translation

(Cohn-Gordon & Goodman, 2019), and text generation (Shen et al., 2019). Most of these models

are different from ours in that they pretrain a literal listener or a literal speaker on a labeled

data set, and then add pragmatic reasoning on top of this “base agent” at test time, whereas

our agent applies pragmatic reasoning during training. None of these publications addresses

the ME bias challenge. Notably, Zarrieß and Schlangen (2019) consider the problem from the

speaker’s perspective and use pragmatic reasoning to create better referring expressions for

scenes including novel objects. Without negative sampling, regulating the embeddings of novel

words and objects becomes crucial for pragmatic reasoning to induce an ME effect (Gulordava
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et al., 2020). Our results suggest that bounding the embedding space is one option to achieve

this, but it may at the same time limit the model’s flexibility. Even though pragmatic reasoning

in neural networks is successful in complex domains, and can, in principle, induce an ME

bias, the question of whether the proposed ME mechanism generalizes to such applications

remains.

Several points should be considered when working with a more complex deep learning setup.

First, given the limited number of words in the lexicon, our agent can iterate over all of them in

its reasoning process. In a more realistic scenario with an ever-growing vocabulary size, this

iteration is computationally too demanding. Many of the approaches mentioned above apply

sampling techniques to limit the search space of speaker and listener. Yuan et al. (2018) show that

using only the most promising word or object candidates in the pragmatic reasoning process

even improves the agent’s success. Second, a more challenging training setup can be investigated.

How does the agent behave when facing multiple words or several distractor objects? Third, the

behavior of the embedding space in relation to architecture and parameter choice must be better

understood, such that more general solutions to regularizing the embeddings of novel words

and objects can be developed. Our setup is well suited as proof of concept but any research

trying to push these ideas to a full word learning model or to a deployable machine learning

architecture must factor in these points.

In general, our work is in line with a trend toward building artificial agents with pragmatic

reasoning abilities. This trend can be observed in language emergence research (e.g., Choi et al.,

2018; Kang et al., 2020; Yuan et al., 2020), amongst others. Language emergence research often

employs cooperative games that require a speaker and listener to develop a communication

protocol. Our model can also be applied in a multi-agent language emergence setting (Ohmer et

al., 2020). Given that the pragmatic listener reasons about the speaker, a speaker agent is already

part of the model. In addition, language emergence models typically also use reinforcement

learning. Although the focus of this paper is on the ME bias, future work should apply our

pragmatic agent models to other language learning and language emergence phenomena.

2.7 Conclusion

We have developed a model of learning in pragmatic agents, which can be parameterized by

lexicon entries or neural network weights. We show that pragmatic inference combined with

learning can account for the ME bias phenomenon and (at least qualitatively) its developmental

trajectory, also under the influence of modulating factors. The neural network model demon-

strates how pragmatic reasoning in semantic learning can implement an ME bias mechanism in

deep word learning models. In future work, we would like to investigate the model behavior for

many-to-one and one-to-many associations between words and objects, include a mechanism

for determining relevant meaning distinctions, and find more general solutions to structuring

the embedding space in the neural network model.
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A Appendix

A.1 Hyperparameter search – Explicit lexicon

To find good hyperparameters for the models with an explicit lexicon, we conducted a grid

search for the fixed and dynamic lexicon simulations, respectively. We ran the search for an

intermediate exposure interval of 𝑘 = 10, and varied the following hyperparameters:

▶ data set size: {100, 1000}
▶ batch size: {16, 32}
▶ learning rate: {0.001, 0.01, 0.1}
▶ lexicon initialization: {0.0001, 0.001, 0.01, 0.1}

So, for each lexicon, we tested 2×2×3×4 = 48 different combinations. Out of data set size, batch

size, and learning rate, we used the hyperparameters that worked best across both lexicon types,

to allow for a more direct comparison. The initial lexicon size is very different between the two

lexicon types, which is why we used the lexicon initialization only for within implementation

comparison. Choosing some parameters based on best performance across implementations is

not problematic, since the final parameter combinations achieve (with negligible differences)

the same performance as the best parameters for each implementation. The full list of results

and details of the selection procedure can be found in our OSF project.

https://osf.io/2wz9x/?view_only=154564daa91c4ce9a6398ea641ae598d
https://osf.io/2wz9x/?view_only=154564daa91c4ce9a6398ea641ae598d
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A.2 ME index formulas

Words and objects are indexed 1 ≤ 𝑖 ≤ 𝑁 , respectively, with words and objects of the same

index belonging together. New word-object pairs are added to the training set in order of their

indices. In the following formulas, the ME index is evaluated with respect to the word and

object with index 𝑗, so 𝑤 𝑗 and 𝑜 𝑗 . For the fixed lexicon, until the last word-object pair is added,

there are always several novel objects the agent can select:

𝐼𝑀𝐸(𝐵𝑃𝐿 , 𝑤 𝑗) =
∑︁𝑁
𝑖=𝑗
𝑃𝐿(𝑜𝑖 | 𝑤 𝑗 , 𝐵𝑃𝐿) − 𝑁−(𝑗−1)

𝑁

𝑗−1

𝑁

,

In case of a dynamic lexicon, there is only one novel object the agent can select leading to the

following simplification:

𝐼𝑀𝐸(𝐵𝑃𝐿 , 𝑤 𝑗) =
𝑃𝐿(𝑜 𝑗 | 𝑤 𝑗 , 𝐵𝑃𝐿) − 1

𝑀

𝑀−1

𝑀

,

where 𝑀 <= 𝑁 is the current lexicon size (after being extended for 𝑤 𝑗 and 𝑜 𝑗).

A.3 Convolutional neural network for feature extraction

The vision module of the deep neural network implementation has the following architecture.

First, there are two convolutional layers, each with 32 filters of size 3× 3. Then a fully connected

layer with 64 units follows and finally the output layer with 10 units. Hidden units use a relu

activation function and output units a softmax activation function. Each convolutional layer is

followed by a max-pooling layer with pooling size 2, and every layer apart from the output

layer uses dropout with a probability of 0.3. Weights were initialized randomly, and training

proceeded until an early stopping criterion with patience 3 was reached on the validation loss.

We used a batch size of 32 and the Adam optimizer with a learning rate of 0.001. The model

achieved the following training, validation, and test accuracies: 97.97%, 98.87%, 99.08%.

A.4 Example lexica of the neural network agent

The matrices in Fig. 2.10 show the literal agent’s lexicon after training, for three different

random seeds. Learned associations are given by high lexicon entries, corresponding to strong

similarities between word and object representations in the embedding space. It can be seen

that the agent always learns the one-to-one correspondences between familiar objects (0–8)

and familiar words (nine randomly selected words). The bottom row of the lexica shows how

strongly the novel object, digit 9, is associated with each word. It turns out that associations

with novel words are not necessarily stronger than with familiar words. However, novel words

tend to lie closer to novel object 9 than to familiar objects, that is, lexicon entries for novel words

(e.g., {0, 1, 2, 3, 7, 10, 12, 13, 15, 18, 19} in the first example) are relatively high in the bottom row.
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The structure of the joint embedding space illustrates why also the literal agent displays an ME

bias in our simulations. After training, embeddings of novel words happen to be more similar

to embeddings of the novel object than to embeddings of the familiar objects.

Figure 2.10: Lexica of the literal agent from three randomly selected runs. Lexicon entry 𝑖 𝑗 is calculated as the

average dot product between the embeddings of training examples showing object 𝑖 and the embedding of word 𝑗.

The matrices in Fig. 2.11 visualize the pragmatic agent’s lexicon after training, for different

negative sampling strategies, and for three different random seeds. Again, the learned one-to-one

mappings between familiar words and familiar objects are clearly visible. The lexica without

negative sampling (first column) and with negative sampling of words (second column) are

similar to the lexica of the literal agent. With negative sampling of objects (third column),

however, the agent learns that the novel object is not associated with any of the familiar words.

Driving the embedding of the novel object away from the embeddings of familiar words,

simultaneously increases the distance to the embeddings of novel words, resulting in low values

throughout the bottom row. This side effect can be mitigated by negative sampling of both

words and objects (fourth column). Embeddings of novel words/objects move away from those

of familiar objects/words. Within the bounded embeddings space, embeddings of novel words

and novel objects stay close together in the process.

Figure 2.11: Randomly selected lexica of the pragmatic agent (𝛼 = 5) trained with different negative sampling

strategies. Each row contains one example for each sampling strategy. Lexicon entry 𝑖 𝑗 is calculated as the average

dot product between the embeddings of training examples showing object 𝑖 and the embedding of word 𝑗.



3 Case study 2: Referring to objects at different
levels of specificity

This chapter presents case study 2. The chapter starts with a lay summary, which is followed by

the content of the publication:

Ohmer, X., Duda, M., and Bruni, E. (2022). Emergence of hierarchical reference systems in

multi-agent communication. Proceedings of the 29th International Conference on Computational
Linguistics (COLING), pp. 5689–5706. https://aclanthology.org/2022.coling-1.501/

3.1 Lay summary

We can refer to the same entity at different levels of specificity. For example, a dog can be called

“Fido” (his name), “dalmatian”, “dog”, or “animal”. We can also be more specific by adding

descriptions as in “black-and-white dog”. Multiple levels of specificity can be said to define a

hierarchy from the more concrete expressions (Fido) at the bottom to more abstract expressions at

the top (animal). The level of specificity we choose when referring to an object largely depends

on the context. For example, “dog” is unambiguous if we see a dog and a cat, but not if we see

two dogs. In this project, we build a computational model of communicating agents and study

whether they, too, develop hierarchical reference systems, allowing them to be more or less

specific depending on the context.

To do so, we design a language emergence game. Language emergence games are used to

simulate the origins and evolution of language. The agents in the game have different information

about the world and have to develop a language, from scratch, to exchange that information.

We call our game hierarchical reference game. The game is played by a sender and a receiver agent.

The sender sees an object and has information about which object properties are relevant in the

given context. Together, the object and the relevant properties define a target concept, which the

sender has to communicate. The concept is more concrete if many properties are relevant (e.g.

color, size, and shape) and more abstract if only a few properties are relevant (e.g. color). The

sender sends a message to the receiver. Based on that message, the receiver must select an object

that matches the target concept among many mismatching distractor objects. For example, if

the sender sees a big red triangle, but only color and shape are relevant, a red triangle of any size

is considered to match the target concept.

Our results show that the agents learn to play the game over time, which means that they can

communicate hierarchically structured concepts. We further test whether the agents consistently

use the same message (e.g. “aba”) for the same concept (e.g. red). It turns out that they use

messages very consistently for concrete concepts but there is some variation for abstract concepts.

https://aclanthology.org/2022.coling-1.501/
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Unlike concrete concepts, abstract concepts (e.g. red) are represented by many different examples

(e.g. big red triangle, small red circle, ...). At times, the agents communicate irrelevant information

which reduces consistency. Comparing different input data sets reveals that agents are more

consistent for abstract concepts if objects are more diverse, so if they come in many different

shapes, colors, and so on. In that case, using a single term for an abstract concept like red is more

efficient because a greater number of objects can be described by this term (red triangles, red

circles, red squares, . . . ). Thus, beyond developing dedicated messages for concrete objects, the

agents also develop dedicated messages for abstract concepts, if these messages allow them to

describe many different objects.

In principle, the agents could describe each concept by using a distinct and arbitrary message.

However, the agents can also communicate about new concepts, which hints at a more systematic

strategy. For example, they can communicate about novel combinations of properties: having

learned to communicate about blue triangles and red circles they can also communicate about

red triangles or blue circles without having seen them before.

The concepts in our setup are defined compositionally. The same basic properties are recombined

to generate various objects. The emergence of compositional language is of great research

interest, as it is thought to lie at the heart of our ability to produce and understand a possibly

infinite number of sentences. We follow up with an analysis of the agents’ language to determine

how they achieve abstraction and whether the use of compositional messages plays a role. It

turns out that the compositional input structure is reflected in the agents’ language. Although

the relationship is not perfect, the agents seem to use specific symbols to encode specific

properties and recombine these symbols to communicate combinations of these properties.

In natural language, abstraction can be achieved by leaving out irrelevant information (“triangle”)

or by explicitly stating that some aspect is irrelevant (“triangle of any color”). The agents in our

simulations use both of these strategies. They use shorter messages for more abstract concepts,

indicating that they leave out some of the irrelevant information. But there are also a few

symbols that they systematically use across abstract concepts. We interpret these symbols as

abstraction operators, similar to “any” as in “any color”. In short, hierarchical reference is achieved

through compositional messages, where symbols encode specific properties or the irrelevance

of properties.

Our work shows that computational models can develop hierarchical reference systems when

taking into account information about the context. Dedicated expressions for abstract concepts

emerge especially if objects are very diverse. Our language analysis reveals that systematicity is,

in part, achieved through compositionality and the use of abstraction operators.
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3.2 Abstract

In natural language, referencing objects at different levels of specificity is a fundamental

pragmatic mechanism for efficient communication in context. We develop a novel communication

game, the hierarchical reference game, to study the emergence of such reference systems in artificial

agents. We consider a simplified world, in which concepts are abstractions over a set of primitive

attributes (e.g., color, style, shape). Depending on how many attributes are combined, concepts

are more general (“circle”) or more specific (“red dotted circle”). Based on the context, the agents

have to communicate at different levels of this hierarchy. Our results show that the agents learn

to play the game successfully and can even generalize to novel concepts. To achieve abstraction,

they use implicit (omitting irrelevant information) and explicit (indicating that attributes are

irrelevant) strategies. In addition, the compositional structure underlying the concept hierarchy

is reflected in the emergent protocols, indicating that the need to develop hierarchical reference

systems supports the emergence of compositionality.

3.3 Introduction

Humans excel at using language to convey information efficiently in context. A speaker does

not have to communicate every detail. Rather, a listener can infer the intended meaning of an

utterance by assuming that sufficient information was provided. This idea was first explicitly

formulated by Grice (1975) in his conversational maxims, in particular the Maxim of Quantity: “1.

Make your contribution as informative as is required (for the current purposes of the exchange).

2. Do not make your contribution more informative than is required.” An illustration of this

mechanism can be given in the form of a simple referential context. In a scene with a red circle

and a green triangle, “circle” is enough information to identify the referent, whereas more

complex scenes may require the speaker to name both object attributes—shape and color—to

allow for an unambiguous interpretation. The Maxim of Quantity requires a hierarchical

reference system, that allows the selection of the most appropriate level of specificity for a given

context.

In this paper, we follow the proposal by Higgins et al. (2018) and define concepts as compositional

abstractions over a set of primitive attributes (e.g., color, style, shape), see Figure 3.1.a. The

concepts are maximally specific at the leaf nodes, where all attribute values are determined.

Moving from the subordinate levels up to the superordinate levels, the number of concept-

defining attribute values decreases. Thus, each parent concept is an abstraction (i.e. a subset)

over its children and over the original set of attribute values. Given this definition of a concept

hierarchy, we use a language emergence paradigm with artificial agents to study whether a

corresponding reference system can emerge given a structured perception of the world.

In most language emergence simulations, a sender and a receiver agent are trained on a reference

game (e.g., Dagan et al., 2021; Havrylov & Titov, 2017; Lazaridou et al., 2018; Rodríguez Luna
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Figure 3.1: a) Example of a concept hierarchy. Shown are all attribute values and the concept hierarchy constructed

from the concept “red filled circle”. b) Example languages for the concept hierarchy in part a). Possible abstraction

strategies include holistic and compositional languages. In compositional languages, abstraction can further be

indicated implicitly or explicitly.

et al., 2020), based on the signaling game originally developed by Lewis (1969). The sender sees

a target object and sends a message to the receiver. Using that message, the receiver tries to

identify the target among a set of distractor objects. Crucially, in the current form, reference

games completely ignore that different contexts may require referential expressions at different

levels of abstraction. Having no access to the distractors, the sender cannot choose relevant

object attributes in a context-dependent way. Moreover, random sampling of the distractors

typically encourages the sender to communicate all object attributes. Therefore, the standard

reference game cannot account for the emergence of hierarchical concepts in communication.

We develop a hierarchical reference game to address this shortcoming. Instead of an object, the

sender receives a concept as input. The concept is defined by an attribute vector (object) and

a relevance vector (context). The relevance vector indicates for each attribute whether it is

relevant in the current context or not. Based on the sender’s message, the receiver must identify

an object that instantiates the target concept among a set of distractors. The input concepts

have a compositional and hierarchical structure. While the game is designed to encourage

communication at different levels of abstraction, it does not regulate how this abstraction is

realized; in particular, there is no explicit pressure on the emergent language to reflect the

compositional input structure.

First, we evaluate if the agents can successfully play the game, i.e. communicate specific

contextually relevant object attributes. Second, to measure whether the agents’ strategies are

systematic, we test whether they can generalize to novel concepts, and also whether they

consistently use the same expressions for the same concepts at all levels of abstraction. Third,

we investigate the emerging protocols to study the mechanisms by which systematic abstraction

is achieved, see Figure 3.1.b. In natural language, there is holistic abstraction as in “Dalmatian”

⊆ “dog” ⊆ “animal”; but also compositional abstraction as in “filled red circle” ⊆ “red circle”

⊆ “circle”. Abstraction can further be implicit, by omitting irrelevant attributes, and explicit, by

indicating that certain attributes are irrelevant (as in saying “a circle of any color”). We evaluate

which, if any, of these abstraction strategies are used by the agents.

Our work makes several contributions. We develop the hierarchical reference game and show

that it can be used to model the emergence of referential expressions at different levels of

abstraction. We also provide novel metrics to examine how the agents achieve abstraction.
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Working with different data sets, i.e. different concept hierarchies, allows us to disentangle data

set specific and general effects. Not least, our results suggest that communication about concept

hierarchies supports the emergence of compositionality.

3.4 Related work

Referring expression generation (REG). There has been a long history of research on

understanding how people generate referring expressions, dating back to Winograd (1972). The

most influential work on REG in both the eighties (Appelt, 1985; Appelt & Kronfeld, 1987) and

nineties (Dale & Reiter, 1995; Reiter & Dale, 1992) integrated the Gricean maxims into their

systems. The latter developed the iterative algorithm, which was used and extended to model

various aspects of REG (Krahmer & van Deemter, 2012). Like Dale and Reiter (1995), we define

objects as sets of attribute-value pairs and consider the subset of referring expressions whose

single purpose is to identify an object. However, our main focus is not to generate human-like

referring expressions but rather to build artificial agents capable of hierarchical reference. Hence,

we ignore many effects that play a role in human REG, for example basic level categories (Rosch

& Mervis, 1975; Rosch et al., 1976).

By now, several large-scale data sets of referring expressions for complex real-world images

have been collected and are used to train deep neural networks (DNNs) (e.g., Kazemzadeh

et al., 2014; Luo et al., 2020; Luo & Shakhnarovich, 2017; Mao et al., 2016; Yu et al., 2018; Yu

et al., 2016). The data sets are collected in a reference game setup: one participant has to refer

to a target entity in a given image, and the other participant has to identify the target. Models

are often trained on both components, expression generation and comprehension (e.g. Luo &

Shakhnarovich, 2017; Mao et al., 2016). Several REG models try to integrate deep learning with

computational accounts of pragmatic reasoning (e.g., Andreas & Klein, 2016; Le et al., 2022;

Monroe & Potts, 2015), such as the Rational Speech Act framework (Frank & Goodman, 2012).

Our model also implements expression generation (sender) and comprehension (receiver) using

DNNs but hard codes pragmatic inferences in the relevance vector. Most importantly, the agents

are not trained on a labeled data set but develop their own referring expressions in a language

emergence game.

Emergent multi-agent communication. Language emergence simulations are popular in

evolutionary linguistics as well as AI research. In evolutionary linguistics, they are used to

study the origins and evolution of human and animal communication (e.g., Cangelosi & Parisi,

2002; Kirby, 2002b; Wagner et al., 2003). In AI research, they are used with the aim of building

artificial agents capable of flexible and goal-directed language use, which arguably relies on

grounding language in interaction (e.g., Lazaridou & Baroni, 2020; Steels, 2001, 2003).

Starting with Foerster et al. (2016) and Lazaridou et al. (2017), there has been an increasing

interest in language emergence simulations with DNN agents (for a review, see Lazaridou &
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Baroni, 2020). These approaches stand in contrast to the currently dominant DNN models

in NLP, which learn passively by being exposed to large amounts of text (Bisk et al., 2020).

As discussed above, in many implementations, hierarchical reference systems cannot emerge

because the sender does not have access to information about the context. Even in the rare

cases where it does (e.g., Dessi et al., 2021; Lazaridou et al., 2017), the emergence of hierarchical

reference has not yet been investigated.

3.5 Setup

3.5.1 Concept representation

We use symbolic, disentangled input representations. A concept is composed of an object

vector and a relevance vector. Objects have 𝑛 attributes and each attribute can take on 𝑘

values.
1

The relevance vector 𝑟 ∈ {0, 1}𝑛 indicates which attributes are relevant (1) and which

ones are irrelevant (0). E.g., if the sender’s input is (4, 3, 1)(1, 0, 0), the concept in question is

(4, _ , _ ) := {(4, 𝑥, 𝑦) | 𝑥, 𝑦 ∈ ℕ, 1 ≤ 𝑥, 𝑦 ≤ 𝑘}. Object (4, 3, 1) could instantiate the attributes

shape, color, and style with specific values such as circle, red, and filled (see Figure 3.1.a). Relevance

vector (1, 0, 0) would then indicate that only the first attribute value, circle, is relevant and must

be communicated.

3.5.2 Hierarchical reference game

Like the classical reference game, the hierarchical reference game is played by a sender, 𝑆, and

a receiver, 𝑅. However, rather than communicating the input object as it is, the sender must

abstract a concept from this object based on the relevance vector. One round of the hierarchical

reference game proceeds as follows (see Figure 3.2):

1. An object, 𝑜, and a relevance vector, 𝑟, are sampled randomly and passed to 𝑆.

2. Based on this input, 𝑆 generates a message, 𝑚. The message is a concatenation of symbols

from vocabulary 𝑉 , 𝑠𝑖 ∈ 𝑉 , and has maximal length 𝐿, such that 𝑚 = (𝑠𝑖)𝑖≤𝐿.
3. 𝑅 receives the message 𝑚, as well as a set of objects containing one target, 𝑡, and several

distractors. 𝑡 has the same attribute values as the input object 𝑜 for relevant attributes

(as defined by 𝑟), while the values of irrelevant attributes are sampled randomly. The

distractors are constructed by sampling object instances of concepts that would arise from

𝑜 in combination with other relevance vectors than 𝑟.

4. Based on 𝑚, 𝑅 selects one object among target and distractors.

By our choice of distractors, we simulate an environment in which the relevance vector matches

pragmatic needs: the speaker tries to be as specific as necessary in a given context. To further

1
We present objects as 𝑛-hot encodings to the agents, such that each object 𝑜 ∈ {0, 1}𝑛𝑘 .
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Figure 3.2: Schematic illustration of the hierarchical reference game.

discourage communication of irrelevant attributes, we choose distractors that are more abstract

than the target concept but still similar, by replacing exactly one 1 (relevant) in the relevance

vector with a 0 (irrelevant). Additional experiments, where we sample distractors with equal

probability from all levels of the concept hierarchy, can be found in Appendix B.1.
2

3.5.3 Architecture

Both agents are implemented as single-layer GRUs. The sender input is processed by two

dense layers, one receiving the object vector and one the relevance vector, followed by a

dense layer mapping a concatenation of these two representations to the sender’s initial

hidden state. The message is produced incrementally. At each time step, the sender generates

a probability distribution over the vocabulary which is used to sample a symbol from the

Gumbel-softmax distribution (Jang et al., 2017). The GS distribution is a continuous distribution

that approximates categorical samples, and whose parameter gradients can be easily computed

via a reparameterization trick. The receiver processes the incoming message. An additional

dense layer maps target and distractor objects onto embeddings. These embeddings have the

same dimensionality as the receiver’s hidden state. The receiver’s selection probabilities are

determined by applying a softmax function to the dot products between object embeddings

and hidden state.

3.6 Experiments

Our implementation is based on PyTorch, and uses the EGG toolkit (Kharitonov et al., 2019).
3

Our code and results are available at https://github.com/XeniaOhmer/hierarchical_reference_

game.

2
In that case, the agents still learn to play the game successfully and to form abstract concepts but they have a

stronger tendency to convey also irrelevant information.

3
https://github.com/facebookresearch/EGG

https://github.com/XeniaOhmer/hierarchical_reference_game
https://github.com/XeniaOhmer/hierarchical_reference_game
https://github.com/facebookresearch/EGG
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3.6.1 Data sets

In order to investigate how the number of attributes and the number of values per attribute

influence the formation of abstract concepts, we use a set of different data sets, 𝐷(𝑛, 𝑘) ≔
{(𝑚1 , . . . , 𝑚𝑛) | 𝑚𝑖 ∈ ℕ𝑘} with ℕ𝑘 = {1, ..., 𝑘} (see Table 3.1).

Table 3.1: Input data sets with 𝑛 attributes and 𝑘 values. Data sets are labeled as 𝐷(𝑛, 𝑘).

𝑘 = 4 𝑘 = 8 𝑘 = 16

𝑛 = 3 𝐷(3, 4) 𝐷(3, 8) 𝐷(3, 16)
𝑛 = 4 𝐷(4, 4) 𝐷(4, 8)
𝑛 = 5 𝐷(5, 4)

We sample relevance vectors with equal probability from each level of the concept hierarchy.
4

We repeat that procedure until there are 10 samples for each input object and each number of

relevant attributes in the data set. In addition, we create 10 distractors per sample. We reserve

20% of the data for zero-shot testing (see Section 3.6.3), and split the remaining data randomly

into training and validation sets at a ratio of 0.75/0.25.

3.6.2 Hyperparameter selection and training

In our simulations there is always exactly one target object for the receiver, i.e. only that

object—and none of the distractors—is an instance of the target concept. The agents minimize

the cross-entropy loss between target and selection. During training, a message is given by the

GS distributions across symbols, whereas during testing the argmax values are used. Hence, it

is possible to jointly update the weights of sender and receiver by backpropagating through the

approximated “discrete” messages.

We conducted a hyperparameter search to identify model and training parameters leading to

high performance on the validation set for the range of different data sets we use (for details see

Appendix B.2). Agents have an embedding layer with 128 units and a hidden layer with 256 units.

The discrete messages are approximated using GS with an initial temperature of 1.5, decaying

exponentially at a rate of 0.99. We train for 300 epochs using Adam optimizer with batch size

32 and learning rate 0.0005. For all data sets, we use the number of attributes as maximal

message length 𝐿. The minimal vocabulary sizes in Table 3.2 allow the sender to generate a

distinct message for each input concept. They correspond to the number of attribute values plus

one additional symbol to indicate irrelevance. The agents have an additional end-of-sequence

symbol to terminate the messages before 𝐿 is reached. We run our experiments with a factor

𝑓 = 3 of the minimal vocabulary size. Additional experiments with other values for 𝑓 be found

in Appendix B.1.
5

We conduct 5 runs per data set.

4
If relevance vectors are sampled uniformly from the set of all relevance vectors, the amount of 0 and 1 entries

follows a binomial distribution. Sampling relevance vectors with equal probability from each level of the hierarchy

ensures that all abstraction levels occur equally often.

5
Smaller factors make the task more difficult and performance decreases, while larger factors do not yield any
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Table 3.2: Minimal vocab size for each data set.

𝑘 = 4 𝑘 = 8 𝑘 = 16

𝑛 = 3 5 9 17

𝑛 = 4 5 9

𝑛 = 5 5

3.6.3 Evaluation

We are interested in different aspects of the emergent language, and use existing as well as

novel metrics to evaluate these.

Zero-shot evaluation. We generate two different zero-shot test sets. The first test set is used to

evaluate whether the agents can generalize to novel objects. It contains combinations of attribute

values that do not occur in the training and validation data, and is reserved for testing after

the data generation process. The second test set is used to evaluate whether the agents can

generalize to novel abstractions. We withhold abstractions from one value per attribute from the

training data. The agents are trained from scratch on the remaining data and evaluated on the

held-out data.

Message consistency and effectiveness. To measure whether agents consistently use the same

messages for the same concepts we employ information-theoretic metrics. Let 𝐶 be the set of

concepts, and 𝑀 be the set of messages. The conditional entropy of messages given concepts,

H(𝑀 | 𝐶) = −
∑︂

𝑐∈𝐶, 𝑚∈𝑀
𝑝(𝑐, 𝑚) log

𝑝(𝑐, 𝑚)
𝑝(𝑐) ,

measures how much uncertainty about the messages remains after knowing the concepts. Low

values indicate that the agents consistently use the same messages for the same concepts, i.e. the

language does not contain many synonymous expressions. H(𝐶 | 𝑀), in turn, measures how

much uncertainty about the concepts remains after knowing the messages and should therefore

negatively correlate with the agents’ performance. Low values indicate that agents effectively

use messages that uniquely identify the target concept, i.e. the language does not contain many

polysemous expressions. On this basis, we define a consistency an effectiveness score, using the

marginal entropies H(𝐶) and H(𝑀) for normalization:

consistency(𝐶, 𝑀) = 1 − H(𝑀 | 𝐶)
H(𝑀)

effectiveness(𝐶, 𝑀) = 1 − H(𝐶 | 𝑀)
H(𝐶) .

further improvements.
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Finally, the normalized mutual information,

NI(𝐶, 𝑀) = I(𝐶, 𝑀)
0.5 ·

(︁
H(𝐶) +H(𝑀)

)︁ =
H(𝑀) −H(𝑀 | 𝐶)

0.5 ·
(︁
H(𝐶) +H(𝑀)

)︁ ,
is a symmetric measure that combines the two conditional entropies into one score.

Symbol redundancy. We develop this metric to approximate whether agents repeat infor-

mation about attribute values in their messages. It assumes that each attribute value, 𝑎𝑣 (e.g

𝑎=color, 𝑎𝑣=red), is encoded by a specific symbol and counts how often that symbol is repeated

given that 𝑎𝑣 is being encoded. The preferred symbol for each attribute value is defined

𝑠𝑎𝑣 ≔ arg max𝑠 I(𝑎𝑣 , 𝑠), where we code for each message whether 𝑠 occurs at least once (the

position of 𝑠 is irrelevant). Symbol redundancy is defined as the average number of occurrences

of 𝑠𝑎𝑣 per message given that 𝑎𝑣 is part of the target concept.

Topographic similarity. Topographic similarity (topsim) measures to what degree similar

inputs are described by similar messages and is frequently used as a measure of compositionality.

The metric calculates the pairwise distances between the inputs, as well as the pairwise distances

between the corresponding messages, and then correlates the two distance vectors (Brighton &

Kirby, 2006). In the hierarchical reference game, we need to calculate the topographic similarity

between messages and concepts. We use an 𝑛-hot encoding of the concepts (𝑛 being the number

of attributes) and treat abstraction from each attribute as an additional attribute value. If an

attribute is relevant, that value is zero (no abstraction), if an attribute is irrelevant this value is

one (abstraction) and overwrites the original attribute value. Assuming that each attribute can

take on 𝑘 = 4 different values, the input encoding for the example in Figure 3.2 becomes:

sender input : [ 4 3 1 ] [ 1 0 0 ] (object + relevance)

encoding : [ 0 0 0 1 0 0 0 0 0 1 0 0 0 01 ]

Analogously to Lazaridou et al. (2018), we calculate the pairwise distances of the inputs using

the cosine distance, and the pairwise distances between the messages using the edit distance.

The topsim score is calculated as the Spearman correlation between the two resulting distance

vectors.

Disentanglement. Positional disentanglement (posdis) and bag-of-symbols disentanglement

(bosdis) are used to measure different types of compositionality (Chaabouni et al., 2020a). For

both metrics, concepts are encoded as for the topsim score. Posdis measures whether symbols

in specific positions encode the values of a specific attribute, i.e. whether the compositional
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structure is order-dependent. Let 𝑠 𝑗 be the 𝑗-th symbol of a message, then posdis is defined as

posdis =
1

𝐿

𝐿∑︂
𝑗=1

I(𝑠 𝑗 , 𝑎 𝑗
1
) −I(𝑠 𝑗 , 𝑎 𝑗

2
)

H(𝑠) ,

where 𝐿 is the maximal message length, and 𝑎
𝑗

1
and 𝑎

𝑗

2
are the attributes that achieve

the highest and second-highest mutual information with 𝑠 𝑗 (𝑎
𝑗

1
= arg max𝑎 I(𝑠 𝑗 , 𝑎); 𝑎

𝑗

2
=

arg max
𝑎≠𝑎

𝑗

1

I(𝑠 𝑗 , 𝑎)). Bosdis measures whether symbols refer to specific attribute values inde-

pendent of their position. In that case, the language is permutation-invariant and only symbol

counts matter. Let 𝑛 𝑗 be a counter of the 𝑗-th symbol in a message, then bosdis is defined as

bosdis =
1

|𝑉 |

|𝑉 |∑︂
𝑗=1

I(𝑛 𝑗 , 𝑎 𝑗
1
) −I(𝑛 𝑗 , 𝑎 𝑗

2
)

H(𝑛 𝑗)
,

where𝑉 is the vocabulary size, and 𝑎
𝑗

1
and 𝑎

𝑗

2
achieve the highest and the second-highest mutual

information with 𝑛 𝑗 .

3.7 Results

In this section, quantitative and aggregated results will be presented. Random examples of

concepts and messages, together with a qualitative analysis can be found in Appendix B.4. The

first part of Appendix B.4 shows example mappings between abstract concepts and messages

and the second part highlights different abstraction strategies.

3.7.1 Performance and generalization

Figure 3.3 shows the mean accuracies on training, validation, and zero-shot test sets for all data

sets. Training accuracies (top left) and validation accuracies (top right) are very high for each

data set, considering that chance performance is < 10%. Thus, the agents learn to refer to objects

at different levels of abstraction, and their strategies do not overfit the training data.

Accuracies for novel combinations of attribute values (bottom left) are consistently higher than

accuracies for novel combinations of abstraction and attribute value (bottom right), except

for 𝐷(3, 8). Accordingly, generalizing to novel abstractions of attribute values is harder than

generalizing to novel objects. Both types of generalization tend to improve with the number of

attributes as well as the number of values, which may be due to an increase in input space size

(Chaabouni et al., 2020b). Similar to training and validation accuracies, generalization to novel

objects reaches almost perfect accuracies, if there are many attributes. While generalization to

novel abstractions is more difficult, accuracies strongly exceed chance performance and are

still very high for 𝐷(3, 16)with 84.76% and 𝐷(4, 8)with 94.38%. A large number of attribute

values seems to be more important for generalizing to novel abstractions than for generalizing
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Figure 3.3: Mean accuracies across five runs for each of the training data sets. Shown are accuracies on the training

set, the validation set, and the two zero-shot test sets.

to novel objects, possibly because it is more useful to learn systematic abstraction if there are

many attribute values. A strategy that abstracts from a certain attribute can be applied to more

concepts if that attribute has many values (i.e. has more children on the concept hierarchy).

Overall, the agents develop hierarchical reference systems and, with enough attributes and

values, these systems generalize well to novel objects and novel abstractions.

3.7.2 Mapping between concepts and messages

We determine the structure of correspondences between messages and concepts. Figure 3.4

shows the mean effectiveness and consistency scores. The effectiveness score measures how

much information about the target concept is contained in the message. It follows that the

agents can only achieve high performance if the language is effective. The results show this

interrelation, in that the pattern of effectiveness scores matches the pattern of training and

validation accuracies across the different data sets. The consistency score, on the other hand,

measures whether a concept is consistently mapped onto the same message, and high consistency

is not necessary to achieve high performance. The score is higher for a larger number of attribute

values, supporting the finding above that many values per attribute increase the pressure to

develop systematic abstraction strategies.

For each data set, the normalized mutual information lies between the effectiveness and the

consistency score. It is generally high (0.902 ≤ NI ≤ 0.945), indicating that messages and

concepts are strongly predictive of each other. A one-to-one correspondence between words

and messages is not enforced by the setup because the message space is far larger than the

concept space. The high entropy scores mean that a systematic mapping between concepts and

messages, and therefore also systematic abstraction emerge nonetheless.
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Figure 3.4: Mean effectiveness and consistency scores. We display the mean scores across five runs for each of the

training data sets.

To analyze where the languages deviate from a one-to-one correspondence between concepts

and messages, we consider the relation between entropy scores and level of abstraction (see

Figure 3.5). The mutual information between messages and concepts is higher for more concrete

concepts. This effect is largely driven by an increase in consistency, while effectiveness is relatively

constant across all levels of abstraction. Thus, deviations from the one-to-one correspondence

between concepts and messages occur mostly for abstract concepts. These deviations arise

because different messages map to the same concept, not vice versa. In other words, the

languages contain synonymy but no polysemy.

Figure 3.5: Mean entropy scores across all data sets for different numbers of relevant attributes: from left to right

concepts become more concrete. Error bars indicate bootstrapped 95% confidence intervals.

3.7.3 Linguistic abstraction strategies

Here, we look more closely at the types of internal message structures used to create a hierarchical

reference system.

Implicit versus explicit abstraction. In natural language, there are implicit and explicit ways

of communicating that attributes are irrelevant. A commonplace implicit strategy is to simply

omit information about irrelevant attributes, e.g. one might say “car” rather than “red car” if

sufficient. Since the maximal message length corresponds to the maximal number of relevant

attributes, the agents could achieve a similar effect by using shorter messages for more abstract
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concepts or by using messages that contain more redundancies. Figure 3.6 shows message

length and symbol redundancy averaged across data sets for each level of abstraction. The

agents indeed use implicit abstraction strategies and this is captured by both metrics. The

message length decreases for more abstract concepts while symbol redundancy increases. For

abstract concepts, symbols that encode irrelevant attributes are either omitted or replaced by

repetitions of symbols encoding relevant information.

Figure 3.6: Average message length and symbol redundancy across data sets for different numbers of relevant

attributes: from left to right concepts become more concrete.

Explicit abstraction would mean that the agents dedicate symbols to express that information

is irrelevant. Such abstraction operators should co-occur frequently with abstract concepts. We

calculate the average number of symbol occurrences per message for each level of abstraction.

We rank the symbols by their occurrences for the most abstract concepts to identify candidate

symbols. Figure 3.7 shows the results for the top ten candidates, averaging multiple runs for

each ranked symbol. The ranking is visible in the left-most columns, where the number of

occurrences per message decreases monotonously from the highest to the lowest rank. Strikingly,

for all data sets except 𝐷(3, 4) only 1–3 symbols occur very frequently together with very

abstract concepts and the occurrence values decrease rapidly when going further down the

ranks. Importantly, these symbols do not occur frequently at every level of the concept hierarchy.

Rather, their usage decreases continuously as concepts become more concrete, as indicated by

the gradient from left to right in the top rows. Thus, it seems likely that the agents use one

or a few symbols to explicitly communicate information about the irrelevance of one or more

attributes. The formation of abstraction operators is surprising since the message space is large

enough to encode irrelevance differently, for example by combining symbols or using different

symbols for different attributes.

Compositional versus holistic abstraction. The hierarchical reference game requires the

agents to repeatedly communicate the same attribute values but for different concepts—different

because of the values of other attributes (traversing the hierarchy horizontally) or because of

the level of abstraction (traversing the hierarchy vertically). Although the agents could develop

holistic protocols, this repeated reference across contexts might encourage them to develop

“reusable” mappings from attribute values to symbols, i.e. compositional expressions.
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Figure 3.7: Average number of symbol occurrences per message for each level of abstraction. Symbols are ranked

based on their occurrences for the most abstract concepts (i.e. with the fewest relevant attributes). Results are

averaged across runs based on ranked symbols and shown only for the top ten ranks.

We use the different compositionality metrics to quantify the degree and nature of composi-

tionality in the messages. Mean scores for each metric and data set can be found in Appendix

B.3. The mean topsim score across data sets is 0.424. The score is even higher, with 0.501, if

only concrete concepts are taken into account (as in a standard reference game). The mean

posdis score across data sets is 0.115 and the mean bosdis score 0.406. So, there is compositional

structure in the messages, and the agents prefer to use specific symbols per attribute value,

independent of their position in the messages.

In additional experiments (see Appendix B.1), we trained the agents on 𝐷(4, 8)with different

vocabulary sizes, using factors 𝑓 ∈ {1, 2, 3, 4} of the minimal vocab size in Table 3.2. While a

fully positional encoding can be achieved with a smaller vocabulary ( 𝑓 = 1), a fully position-

independent encoding requires a larger vocabulary. Mean training accuracies for 𝑓 = 1 are

0.936, and for all other factors > 0.99. Figure 3.8 shows the compositionality scores for each

factor. Surprisingly, all scores tend to increase with the vocabulary size, regardless of whether

the corresponding type of compositionality requires a large vocabulary size or not. Usually,

vocabulary size is reduced to increase the pressure for compositional solutions (Kottur et

al., 2017). In our case, compositionality probably increases with vocabulary size because the

emerging compositional structure is largely non-positional.
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Figure 3.8: Boxplots of the compositionality scores for 𝐷(4, 8) and different vocabulary sizes.

3.8 Conclusion

In this work, we developed a hierarchical reference game to study the emergence of hierarchical

reference systems. In the game, concepts are defined as abstractions over a set of attributes. To

refer to these concepts, our agents developed abstract terms and used these terms systematically,

in the sense that they could generalize to novel objects and novel abstractions. It seems that, aside

from more obvious strategies such as leaving out irrelevant information, the agents developed

abstraction operators to explicitly indicate the irrelevance of certain attributes. Even more

surprisingly, for some data sets, they used the same few symbols to indicate irrelevance across

attributes, rather than a dedicated symbol per attribute. While the game design encourages the

emergence of abstract concepts, the use of specific abstraction operators emerged without any

explicit pressure.

In addition, our results suggest that compositional language may emerge as part of a hierarchical

reference strategy. In the classical reference game, the sender typically tries to communicate the

union of all object attributes. Without additional pressures, the emerging languages are not

compositional (Dagan et al., 2021; Kottur et al., 2017; van der Wal et al., 2020). In the hierarchical

reference game, in contrast, the sender must pick out specific attributes for communication,

which potentially stimulates disentanglement. This interpretation is in line with the finding

that the emergence of compositionality is supported by an increasing number of relevant events

that can be referred to (Nowak et al., 2000). In the hierarchical reference game, cross-situational

reuse is increased, as reference to attribute values occurs not only across objects but also across

levels of abstraction.

We envision two main directions for future work. First, we would like to implement a hierarchical

reference game with raw visual inputs instead of symbolic input vectors. Higgins et al. (2018)

have developed a neural network (SCAN) that not only learns disentangled visual primitives in

an unsupervised manner but also abstractions over such primitives from very few symbol-image

pairs that apply to a particular concept. Combining our language emergence game with such a

network would allow us to study the simultaneous emergence of abstract visual and linguistic

concepts, as well as interactions between these two processes. Second, instead of hard-coding
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the relevance vector, the relevance of certain attributes should arise from the agents’ intentions.

Ideally, the agents would play a more complex game and determine themselves which properties

of the environment are relevant for their objectives in the current context. Besides, sender and

receiver could use pragmatic reasoning (as for example in Choi et al., 2018; Kang et al., 2020;

Yuan et al., 2020) to encode and decode which attributes should be emphasized to communicate

certain concepts.
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B Appendix

B.1 Varying distractor sampling and vocab size

Setup

We conduct control experiments, changing the vocabulary size, and changing the distractor

sampling strategy. In the original experiments, the message space is much larger than the space

of concepts that need to be communicated. By reducing the vocabulary size, we aim to test

whether a smaller message space increases the probability of one-to-one associations between

concepts and messages. In addition, the distractors are sampled from concepts that are one level

more abstract than the target concept on the concept hierarchy. Here, we relax this assumption

by sampling distractors from all levels of the concept hierarchy with equal probability. Together,

these additional experiments allow us to extend our results to different vocabulary sizes, and

more general distractor distributions.

We focus on a single data set. We use the data set with four attributes and eight values per

attribute, 𝐷(4, 8), which achieved the highest mean validation accuracies and normalized

mutual information scores in the original setup. In the original experiments, we used a factor of

3 of the minimal vocabulary size 9 (8 for each value plus 1 for coding irrelevance). Now, we run

the same experiment for factors of 1, 2, and 4; and in addition, we repeat the experiment for

each factor with the alternative sampling strategy. Again, we conduct five runs for each factor

and sampling strategy.
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Results

Figure 3.9 shows the accuracy scores for the different vocabulary size factors, and the different

distractor sampling strategies, where unbalanced refers to the original strategy of selecting

distractors from more abstract concepts, and balanced refers to the control strategy of sampling

distractors with equal probability from all levels of abstraction. For both sampling strategies,

performance is higher if the vocabulary size is large, likely because having a larger message

space increases the number of solutions. A larger vocabulary size seems to be particularly

important if distractor sampling is balanced.

Figure 3.9: Mean accuracies for the control experiments across five runs, on the training data, the validation data,

and the two zero-shot test sets. The 𝑦-axis gives the factor used to determine the vocabulary size, vocab size = factor

×minimal vocab size, and the 𝑥-axis indicates whether distractors are sampled from concepts that are one level

more abstract than the target concept (unbalanced), or sampled from all levels of the concept hierarchy with equal

probability (balanced).

The original, unbalanced sampling strategy achieves higher performance than the control

strategy on all data sets. So, choosing distractors very similar to the target facilitates learning,

and probably also abstraction as suggested by the zero-shot evaluation with new abstractions.

To make sure that the unbalanced sampling strategy only facilitates learning but does not

make the task easier, we run an ablation test. We evaluate each sender-receiver pair on the

validation set of the sampling strategy that was not used for training. For all vocabulary sizes

and runs, the agents perform better on the balanced validation set compared to the unbalanced

validation set, regardless of the sampling method used during training. In conclusion, sampling
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distractor concepts that are very similar to the target concept makes the task more difficult

but improves learning by increasing the pressure to communicate only relevant aspects, and

thereby to develop abstract concepts.

These results are confirmed by the entropy-based evaluation metrics shown in Figure 3.10.

Effectiveness and consistency are consistently lower for the balanced distractor sampling

strategy. However, while the level of abstraction does not have a strong effect on the difference

in effectiveness scores, the difference in consistency scores decreases continuously with the level

of specificity. In line with the generalization ability, this suggests that the unbalanced sampling

strategy supports the formation of abstract concepts by reducing the probability of successful

target selection if irrelevant attributes are communicated.

Figure 3.10: Effectiveness and consistency scores for balanced and unbalanced distractor sampling, separated for

each level of abstraction. Distributions show the results across the different vocabulary sizes and runs. The level of

abstraction is given on the 𝑥-axis: from left to right the concepts become more concrete.

B.2 Hyperparameter search

We ran our hyperparameter search for the three data sets spanning up the space of all data

sets we use, 𝐷(3, 4), 𝐷(5, 4), and 𝐷(3, 16) (see Table 3.1). We expected that hyperparameters

working across all these extreme cases should also work for interpolations between them.

Certain hyperparameters were fixed across the search. We used GRUs with Adam optimizer,

and a GS temperature of 1.5 with an exponential decay rate. Message length cost was 0, and

vocab size factor 3. We varied the following hyperparameters:

▶ batch size: {32, 64, 128}
▶ learning rate: {0.0005, 0.001}
▶ hidden layer dimension: {128, 256}
▶ embedding layer dimension:

always half of the hidden layer dimension

▶ GS temperature decay rate: {0.97, 0.99}

For the grid search we stopped the training process after 60 epochs. All results can be found in

our repository.
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B.3 Compositionality scores

Figure 3.11: Mean compositionality scores per data set.

B.4 Qualitative examples

This section provides qualitative examples of concept-message pairs. Examples were randomly

selected from the first run of each data set. Interestingly, this microcosm of random examples

reflects all communication patterns that were identified in the quantitative analyses.

Mappings between concepts and messages

We are interested in whether the agents use the same message to refer to abstract concepts

regardless of how these concepts are instantiated. Figure 3.12 shows the messages for a randomly

selected concept at the highest level of abstraction (only one attribute is relevant), instantiated

by different attribute vectors for each data set. Shown are twenty randomly selected instances

each, and the examples are sorted by message.
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Figure 3.12: Example messages for one abstract concept per data set. For each data set, we randomly select a concept

at the highest level of abstraction. We then randomly select 20 instances of that concept in the training data and

display these instances together with the corresponding messages (from the first run). The same messages are

grouped together in colored boxes.

Abstraction is relatively systematic. For all data sets, the agents group together different concept

instances in their messages. For some data sets, the instances are grouped under very few

messages. For example, the sender trained on 𝐷(4, 4) groups together all example instances

of the concept (_, 1, _, _) under just two different messages ((2, 1, 2, 0) and (2, 2, 1, 2)). Across

data sets, 2, 3, 5, or 7 different messages are used to describe the 20 example instances. In line

with the quantitative results, there is no perfect one-to-one correspondence between abstract
concepts and messages. How many different messages are used also depends on the abstraction

strategy (see below).
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Abstraction strategies

To visualize the agents’ abstraction strategies, we randomly selected an object (i.e. attribute

vector) for each data set, and show the messages for that object across the concept hierarchy, so

for each abstraction in the training set. Because of their large number the examples are split into

two figures, Figure 3.13 (𝐷(3, 4), 𝐷(3, 8), and 𝐷(3, 16)) and Figure 3.14 (𝐷(4, 4), 𝐷(4, 8), and

𝐷(5, 4)), which will be analyzed together. The messages will first be analyzed for compositional

structure, and then for implicit versus explicit abstraction.

Figure 3.13: Messages for a random object at each level of abstraction available in the training data. The corresponding

messages are shown for the first run of each data set: 𝐷(3, 4), 𝐷(3, 8), and 𝐷(3, 16). The highlighted patterns are

explained in the text.



B Appendix 99

Figure 3.14: Messages for a random object at each level of abstraction available in the training data. The corresponding

messages are shown for the first run of each data set: 𝐷(4, 4), 𝐷(4, 8), and 𝐷(5, 4). The highlighted patterns are

explained in the text.

Compositional versus holistic abstraction. For some data sets, the agents seem to use trivially
compositional messages, i.e. messages whose meaning corresponds to the intersection of meanings

of their constituents. An unambiguous pattern can be identified for 𝐷(3, 4) and 𝐷(4, 8), where

a mapping between each attribute value and a specific symbol can be established (color-coded

in orange, green, blue, and purple). In the case of data set 𝐷(4, 8), the number of additional
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“filler” symbols increases with the level of abstraction (color-coded in red). These might serve

as abstraction operators (see below). For other data sets, like 𝐷(5, 4), such mappings can only

be identified for specific attribute values (color-coded in purple). Here, symbol 1 occurs if and

only if the third attribute has the value 3. For all identified mappings, the symbols are used to

encode specific attribute values relatively independent of their position, which is in line with

the high bosdis and low posdis scores in our quantitative analyses.

For the remaining data sets, the messages are not unstructured but no one-to-one correspon-

dences can be identified. For example, looking at the messages for 𝐷(3, 16), symbol 26 might

encode value 5 at position 1 for the most concrete and most abstract concepts but is not used at

the intermediate level of abstraction. So, while the abstraction strategies are almost perfectly

compositional in some cases, there are large variations between data sets, and potentially also

runs and concepts.

Implicit versus explicit abstraction. The examples show instances of implicit and explicit

abstraction strategies. Implicit abstraction is identified through shorter messages and more

symbol redundancy for higher levels of abstraction; explicit abstraction through the use of

abstraction operators. At least for some data sets, the messages tend to become shorter with

increasing abstraction. E.g. messages become shorter in the case of 𝐷(3, 16) and 𝐷(4, 4) (the

end-of-sequence symbol 0 is color-coded in gray).

Symbol redundancy and abstraction operators can best be identified in reference systems

with compositional structure. 𝐷(3, 4) is a perfect example of increasing symbol redundancy.

Each symbol corresponds to a specific attribute value, and symbols are repeated to fill up the

messages for more abstract concepts. E.g., the concept (1, 2, 2) is encoded as (5, 12, 11), the

concept (1, _, 2) as (5, 12, 12), and the concept (1, _, _) as (12, 12, 12).

𝐷(4, 8), on the other hand, is a perfect example of explicit abstraction. As messages become more

abstract the frequency of symbols that do not encode an attribute value ({3, 10, 11, 13, 14, 16},
marked in red) increases. Note that symbol 3 seems to serve both roles, encoding an attribute

value as well as encoding abstractions. To confirm the intuition that these additional symbols

serve as abstraction operators, we look at other abstract concepts for 𝐷(4, 8). Figure 3.15 shows

the messages for 20 random examples. Indeed, at least two of the abstraction operators occur

in each message. Only symbol 11 does not occur and might serve a different function. The

quantitative analyses suggest that usually less abstraction operators are used than in this specific

example. Less compositional protocols may also use explicit abstraction operators or symbol

redundancy but these cannot easily be identified in a qualitative analysis.
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Figure 3.15: Messages for 20 randomly selected concepts at the highest level of abstraction, for the first run of 𝐷(4, 8).
The highlighted patterns are explained in the text.





4 Case study 3: Interactions between language
and perception

This chapter presents case study 3. The chapter starts with a lay summary, which is followed by

the content of the publication:

Ohmer, X., Marino, M., Franke, M., and König, P. (2022) Mutual influence between language

and perception in multi-agent communication games. PLOS Computational Biology (accepted).

https://arxiv.org/abs/2112.14518

4.1 Lay summary

Natural language is influenced by perception. Expressions for concrete concepts, like color

terms, trivially depend on perception. Moreover, it has been argued that also abstract concepts

can be understood by connecting them to concrete (perceptual) experiences. For example, we

can reason about “time” in terms of a moving object (“Time flies”, “The time has come ...”) or

about love as a journey (“It’s been a long bumpy road.”). But language also influences perception.

For example, we can detect an object more easily if we are told what to look for. In particular,

many studies show that language induces categorical perception, which means that objects are

perceived as more similar if they have the same label, and as more different if they have different

labels. We study these bidirectional influences in language emergence simulations with artificial

agents.

We simulate the emergence of language with a reference game. The game is played by a sender

and a receiver agent. In each round of the game, the sender sees a target object and sends a

message to the receiver. Based on that message, the receiver has to identify the target object

among a set of distractor objects. The objects in the game are abstract 3D shapes, defined by

their color, scale, and shape (e.g. tiny red sphere). These three attributes are task-relevant, as the

receiver has to distinguish between target and distractors based on these attributes. The agents

receive a reward if they succeed. They start out with random messages and random guesses but

they can use the reward signal to develop a working communication system (called “protocol”)

over time.

Our agents are implemented as deep neural networks. Deep neural networks are popular

machine learning models but are also increasingly used to study human visual processing

as well as the emergence of language. Our work extends existing research by investigating

interactions between emergent language and visual representations with these models. The agent

model consists of a vision module that processes images of the objects, and a language module

that generates or interprets messages. We apply systematic manipulations to the agents’ a) visual

https://arxiv.org/abs/2112.14518
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object representations to study the effects on the emergent language, and b) communication

protocol to study the effects on their visual representations.

In the first experiment, we study the influence of perception on language. We manipulate how

agents perceive the objects in their world by changing their vision modules. It turns out that

different visual biases lead to different emergent protocols. For example, agents that are good

at perceiving color but not so good at perceiving shape tend to develop the same label for a

green cube and a green sphere. Agents that are good at perceiving shape, in contrast, tend to

develop different labels. In short, the agents tend to use the same labels for objects they perceive

as similar and different labels for objects they perceive as different.

In the second experiment, we study the influence of language on perception. We test how the

agents’ visual representations change when learning or using different languages. In the language

learning scenario, we fix the language and train only the receiver on the communication game.

In the language emergence scenario, we pair agents with different visual representations, such

that the emergent language forms a compromise between their preferences. In both scenarios,

the agents’ visual representations adapt to the language they learn or use. In particular, we find

categorical perception effects: objects that are grouped under the same label become perceived

as more similar, and objects with different labels as more different.

The mutual influence between language and perception can also lead to mutual improvement.

Agents that accurately perceive all task-relevant attributes (color, scale, and shape) develop more

successful communication protocols. Interestingly, playing the communication game generally

improves the agents’ visual representations. Agents are more successful if they can communicate

all task-relevant attributes, and hence they learn to better represent these attributes regardless of

their initial biases. This raises the question of whether our perceptual system might be shaped,

in part, to facilitate communication. Additional analysis shows that if communication about

certain object attributes is very important for the success of an agent in the world, the perceptual

system will be structured to accurately represent these attributes. Our analysis remains agnostic

about whether the perceptual system will arrive at these representations through learning

processes in the individual or through evolutionary processes in a population.

In conclusion, our results can account for co-adaptation effects between language and perception.

Besides, they point out ways to improve perception and communication in computational models.

Visual representations of task-relevant information can become more accurate through commu-

nication; more accurate visual representations, in turn, lead to more successful communication

protocols.
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4.2 Abstract

Language interfaces with many other cognitive domains. This paper explores how interactions

at these interfaces can be studied with deep learning methods, focusing on the relation between

language emergence and visual perception. To model the emergence of language, a sender and

a receiver agent are trained on a reference game. The agents are implemented as deep neural

networks, with dedicated vision and language modules. Motivated by the mutual influence

between language and perception in cognition, we apply systematic manipulations to the

agents’ (i) visual representations, to analyze the effects on emergent communication, and (ii)

communication protocols, to analyze the effects on visual representations. Our analyses show

that perceptual biases shape semantic categorization and communicative content. Conversely,

if the communication protocol partitions object space along certain attributes, agents learn

to represent visual information about these attributes more accurately, and the representa-

tions of communication partners align. Finally, an evolutionary analysis suggests that visual

representations may be shaped in part to facilitate the communication of environmentally

relevant distinctions. Aside from accounting for co-adaptation effects between language and

perception, our results point out ways to modulate and improve visual representation learning

and emergent communication in artificial agents.

4.3 Author summary

Language is grounded in the world and used to coordinate and achieve common objectives.

We simulate grounded, interactive language use with a communication game. A sender refers

to an object in the environment and if the receiver selects the correct object both agents are

rewarded. By practicing the game, the agents develop their own communication protocol. We

use this setup to study interactions between emerging language and visual perception. Agents

are implemented as neural networks with dedicated vision modules to process images of

objects. By manipulating their visual representations we can show how variations in perception

are reflected in linguistic variations. Conversely, we demonstrate that differences in language

are reflected in the agents’ visual representations. Our simulations mirror several empirically

observed phenomena: labels for concrete objects and properties (e.g., “striped”, “bowl”) group

together visually similar objects, object representations adapt to the categories imposed by

language, and representational spaces between communication partners align. In addition, an

evolutionary analysis suggests that visual representations may be shaped, in part, to facilitate

communication about environmentally relevant information. In sum, we use communication

games with neural network agents to model co-adaptation effects between language and visual

perception. Future work could apply this computational framework to other interfaces between

language and cognition.
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4.4 Introduction

Language is not an isolated system. Language is grounded in the physical world and serves to

coordinate and achieve common objectives (Clark, 1992; Lewis, 1969). Under this functional

perspective, it becomes obvious that language interfaces with many areas of cognition, among

others, perception, action and embodiment, and social cognition (Bisk et al., 2020). To understand

the origins and evolution of language it is important to take these connections into account. In

this paper, we demonstrate how deep learning models of interactive language emergence can

be used to study the relationship between language and other areas of cognition, focusing on

the interface between language and visual perception.

Deep neural networks (DNNs), even though originally developed for engineering purposes,

have been used to study human cognition in various fields. In terms of language emergence

and language evolution, simulations with neural network agents have been used to model,

for example, the emergence of color naming systems (Chaabouni et al., 2021; Kågebäck et al.,

2020), contact linguistic phenomena (Harding Graesser et al., 2019), the emergence of word

learning biases (Ohmer et al., 2020; Portelance et al., 2021), or the emergence of compositional

structure (Choi et al., 2018; Li & Bowling, 2019; Ren et al., 2020). In terms of visual perception and

representation learning, DNNs have been used to model brain activations in the visual cortex

(Cichy et al., 2016; Khaligh-Razavi & Kriegeskorte, 2014; Kriegeskorte, 2015) and judgments of

image similarity (Jozwik et al., 2017; Peterson et al., 2018). Our work extends existing research

by studying interactions between language emergence and visual representation learning in

neural network agents.

In human cognition, the influence between language and perception is bidirectional. Expressions

for concrete concepts like colors depend on perception (Regier et al., 2007). But also abstract

concepts can be understood and represented via metaphoric mappings to concrete concepts

grounded in sensorimotor experience, for example in reasoning about time as a moving

object (“The time will come when ...”, “Time flies”) (Lakoff & Johnson, 1980). Similarly, the

effects of language on perception can be observed for high-level cognitive processes such as

recognition as well as low-level processes such as discrimination and detection (Lupyan et al.,

2020). In particular, language affects perceptual processing by imposing categorical structure

(Forder & Lupyan, 2019; Winawer et al., 2007). We aim to analyze such bidirectional influences

systematically, by studying the effects of variations in visual representations on emergent

communication and vice versa.

More precisely, this paper looks at three questions: (i) how does perceptual bias affect language

emergence, (ii) how does exposure to a particular linguistic input influence perceptual repre-

sentations, and relatedly (iii) could perceptual representations be shaped by an optimization

process towards successful communication of environmentally relevant distinctions. We use a

conventional language emergence setup with two agents, a sender and a receiver, playing a

reference game, based on the signaling game originally developed by Lewis (1969). The sender

sees a target object and sends a message to the receiver. Using that message, the receiver tries to
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identify the target among a set of distractor objects. By choosing this kind of game, we study

the emergence and effects of referential labels, with denotations as sets of real-world objects.

Reference is arguably a core function of language around which more complex functions are

organized (Jackendoff, 1999). The agents have a vision module to process input images, and

a language module to generate (sender) or interpret (receiver) messages. In line with many

existing models (Havrylov & Titov, 2017; Lazaridou et al., 2020; Rodríguez Luna et al., 2020),

the vision modules are implemented as pretrained convolutional neural networks (CNNs) and

the language modules as recurrent neural networks (RNNs). The following three paragraphs

enlarge on how this setup is adjusted to address each question.

(i) To study the influence of perception on language, we design agents with different visual biases,

such that object representations vary between agents. We fix these biases and combine different

agents to quantify differences in the emergent communication protocols. Given that concept

formation in humans depends on perceptual similarity (Sloutsky, 2003), our manipulations

target the similarity relationships between object representations. By applying a new method

called relational label smoothing to the CNN pre-training we modify the class labels, such that the

resulting representational similarities between objects vary for different conditions. Thereby,

we can test how language groundedness is influenced by these differences, and how certain

perceptual predispositions can benefit communication.

(ii) To study the influence of language on perception, we allow agents to adapt their visual

representations (CNN weights) while playing the communication game. We measure how

perception adapts to fixed languages in language learning, or to different communication partners

in language emergence. To analyze changes in perception we again rely on similarity relationships

between visual representations. Several studies concerning categorical perception have shown

that language affects perceptual similarity (Lupyan et al., 2020). Moreover, developing a system

of similarity relationships along relevant perceptual dimensions (e.g., color, shape, magnitude,

texture) is a major achievement in child development (Smith, 1989). In our case, relevance is

determined by the communication game. Thus, our setup not only allows us to study how

language influences perceptual similarity but also how a system of similarity relationships with

respect to task-relevant dimensions can evolve via communication.

(iii) Finally, an evolutionary analysis explores whether an agent’s perceptual system might be

optimized over time to facilitate communication about relevant aspects of the environment.

As in (i), we consider agents with different, fixed perceptual biases. We train an extensive

variety of agent combinations on the reference game and derive a payoff matrix for a symmetric

population game. We subject this payoff matrix to a simple analysis in terms of evolutionary

stable states (ESSs) (Maynard Smith, 1974). Thereby, we can determine whether certain perceptual

representations (biases) are more likely to prevail in an adaptation process to the demands

of linguistic interaction, which in our case defines the agents’ environment. Importantly, ESS-

analysis does not entail a commitment to an underlying process of biological evolution. ESSs

can also be considered the rest points of other (agent-internal) optimization processes.
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4.4.1 Related work

Communication games have been used to study the emergence and evolution of language

theoretically (Crawford & Sobel, 1982), experimentally (Blume et al., 1998; Crawford, 1998),

and computationally (Kirby, 2002b). Artificial intelligence research has also emphasized the

importance of learning to communicate through interaction for developing agents that can

coordinate with other, possibly human agents in a goal-directed and intelligent way (Mikolov

et al., 2015). It has been shown that by playing communication games, artificial (robotic) agents

can self-organize symbolic systems that are grounded in sensorimotor interactions with the

world and other agents (Bleys et al., 2009; Steels, 1998, 2001; Steels & Belpaeme, 2005). For

example, in a case study with color stimuli, simulated agents established color categories and

labels by playing a (perceptual) discrimination game, paired with a color reference game (Steels

& Belpaeme, 2005). Bleys et al. (2009) extended these findings to robotic agents, demonstrating

that successful color naming systems emerge in spite of differences in the agents’ perspective.

These studies are mainly interested in how a categorical repertoire can become sufficiently

shared among the members of a population to allow for successful communication. Our

analyses, in contrast, assume that successful communication will emerge, and focus on how

visual representations and language shape each other.

Over the past years, research using communication games to study language emergence in DNN

agents has been gaining popularity (Lazaridou & Baroni, 2020). Some of these models skip

any form of perceptual processing by using symbolic input data (Bouchacourt & Baroni, 2019;

Chaabouni et al., 2020a; Kharitonov & Baroni, 2020). Even though other models implement a

visual processing system and work with image data (Havrylov & Titov, 2017; Lazaridou et al.,

2017), they have rarely been used to explore the relation between language and visual perception.

Notably, Rodríguez Luna et al. (2020) examined the effects of natural differences in object

appearance (such as frequency, position, and luminosity) on emergent communication. Apart

from that, Bouchacourt and Baroni (2018) measured the alignment between agents’ internal

representations and conceptual input properties to determine whether emergent language

captures such properties or relies on low-level pixel information. Still, these models usually

extract object representations from fixed, pre-trained CNNs. As a result, they make claims about

how the emergent language relates to the input, not the visual perception of that input. In our

work, we exploit the flexibility of modern setups and introduce systematic variations in the

agents’ visual processing, such that we can establish a relationship between differences in visual

processing and differences in emergent protocols.
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4.5 Materials and methods

4.5.1 Data set

We use the 3dshapes data set (Burgess & Kim, 2018). The data set contains images of 3D shapes

in an abstract room, generated from six latent factors, which can vary independently: floor color

(10 values), wall color (10 values), object color (10 values), object scale (8 values), object shape

(4 values), and object orientation (15 values). We use a subset of four different object colors

(red, yellow, turquoise, purple), and four different object scales (equally spaced from smallest to

largest); amounting to 96000 different images. For our purpose, we define objects by color, scale,

and shape of the geometric shape, such that there are 4
3 = 64 different objects. The term “object”

refers to an object class, such as “tiny red cube”, with each image representing an instance of

such an object. Consequently, if we say that two agents see the same object, e.g., a tiny red cube,

they both see an object that agrees on the relevant attributes (object color, object scale, and object

shape), but not necessarily on the irrelevant ones (floor color, wall color, object orientation), e.g.,

they might both see a tiny red cube, one against a yellow wall and another against a green wall.

Similarly, when we say that two objects are different, they differ in at least one of the relevant

attributes but may agree on all irrelevant ones.

4.5.2 Communication game

Two agents, sender 𝑆 and receiver 𝑅, play a reference game where one round of the game

proceeds as follows:

1. A random object is selected as the target.

2. 𝑆 sees an image of the target and produces a message. Messages have length 𝐿 and consist

of a sequence of symbols (𝑠1 , ..., 𝑠𝐿) from vocabulary 𝑉 = {0, . . . , |𝑉 | − 1}.
3. 𝑅 sees a possibly different image of the target and additionally 𝑘 random distractor images,

showing other objects. Based on the message from 𝑆, 𝑅 tries to select the image showing

the target.

4. If 𝑅 succeeds, both agents receive a positive reward, 𝑟 = 1, otherwise they receive zero

reward, 𝑟 = 0.

Three attributes—color, size, and shape—define what we call “object”. Sender and receiver

see potentially different images of the same target object, while the distractor images show

different objects. Consequently, it lies in the nature of this game, that conceptually relevant (i.e.

class-defining) attributes and task-relevant attributes coincide.

4.5.3 Model

The model components and their interactions in the communication game are shown in Fig 4.1.

Sender and receiver each have a vision module to process images, 𝑖, and a language module to
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generate (sender) or process (receiver) discrete messages, 𝑚. The sender maps the input image

to a probability distribution over messages, 𝜋𝑆(𝑚 | 𝑖), by sequentially generating a probability

distribution across symbols conditioned on the symbols produced so far. The receiver maps

the input message onto a probability distribution over (target and distractor) images, 𝜋𝑅(𝑖 | 𝑚).
These distributions define the agents’ policies. During training, actions are sampled from the

policies, whereas for testing the arguments of the maxima are used.

Figure 4.1: Schematic visualization of sender and receiver architecture and their interaction in one round of the

reference game. The sender takes an image of the target object as input. The image is processed by the sender’s

vision module and the resulting activations are used to initialize the hidden state, ℎ0, of the sender’s language

module. The initial input to the sender’s language module, ⟨start⟩, is a zero vector of the same dimensionality as the

symbol embeddings, and at each time step a symbol is sampled from its output distribution. The generated message

is processed by the receiver’s language module. In addition, the target and the distractor images are processed by

the receiver’s vision module. The final selection probability is proportional to the dot product between the receiver’s

final hidden state and the image embeddings.

The vision module, 𝑣(·), is a CNN pretrained to classify the 64 different objects. The agents use

the activations of the fully connected layer before the final softmax layer as object representation.

The language module, 𝑙(·), consists of an embedding layer and a gated recurrent unit (GRU) layer

(Cho et al., 2014). Each agent has an additional fully connected layer, 𝑓 1(·), mapping the visual

representations onto the same dimensionality as the GRU hidden state. For the sender, the output

of 𝑓 1

𝑆
is used to initialize the hidden state of the language module. The sender has an additional

fully connected layer, 𝑓 2

𝑆
(·), mapping the GRU hidden state onto a probability distribution across

symbols at each time step, 𝑡, such that 𝜋𝑆(𝑚 = (𝑠1 , ..., 𝑠𝐿) | 𝑖) =
∏︁𝐿

𝑡=1
𝜋𝑆(𝑠𝑡 | 𝑠𝑘<𝑡 , 𝑖), with

𝜋𝑆(𝑠𝑡 | 𝑠𝑘<𝑡 , 𝑖) ∝ 𝑓 2

𝑆
(ℎ𝑡). For the receiver, the dot product between the output of layer 𝑓 1

𝑅
and

the final GRU hidden state defines the selection policy: 𝜋𝑅(𝑖 | 𝑚) ∝ exp

(︁
𝑓 1

𝑅
(𝑣𝑅(𝑖)) · 𝑙𝑅(𝑚)

)︁
.

4.5.4 Introducing perceptual biases via relational label smoothing

In order to investigate the influence of differences in perception on emergent language, we

develop a method called relational label smoothing, which allows us to systematically manipulate

the CNN pretraining and thereby to create agents with different perceptual biases. We aim

to have four conditions, next to the unmanipulated default. Specific biases for either of the

object-defining attributes—color, scale, and shape—make up three of these conditions. E.g., in
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the color condition, color similarities are amplified. In addition, we experiment with an all

condition, where we amplify similarities for all three attributes simultaneously.

Relational label smoothing calculates the target at training time as a weighted sum of the usual

one-hot target, y0, and a relational component, y𝑟 , according to

y = 𝜎y𝑟 + (1 − 𝜎)y0 ,

where 𝜎 ∈ ℝ is the smoothing factor, controlling the strength with which the relationship(s)

should be enforced.

To enforce object similarities along one specific attribute (or dimension), 𝑎, we use a single-level

hierarchical version of relational label smoothing. If 𝑖 is the true object class, we define superclass

𝐶𝑖 as the set of object classes having the same value as 𝑖 for 𝑎. Then y𝑟 is given by

𝑦𝑟𝑖 𝑗 =

{︄
(𝑛 − 1)−1 𝑗 ∈ 𝐶𝑖 and 𝑖 ≠ 𝑗

0 else

,

where 𝑛 is the number of object classes in 𝐶𝑖 . E.g., in the color condition, if the training sample

is a red object, the relational component, y𝑟 , is a uniform distribution of 1/(16−1) across the class

indices of the other 15 red objects, see Fig 4.2.A, which increases the representational similarity

between red objects, and analogously that of objects sharing other color values, see Fig 4.2.B.

Figure 4.2: Creating perceptual bias with relational label smoothing. (A) Example of how the training targets (labels)

are adapted to induce a color bias. To generate a CNN with a color bias, some of the target weight is spread across

all other classes that have the same color as the target object. In our data set, there are 64 different object classes. The first

sixteen classes comprise red objects (classes 1–16), followed by yellow objects (classes 17–32), turquoise objects (class

33–48), and purple objects (classes 49–64). For example, if the input image belongs to class 2 (“tiny red cylinder”),

the usual target label, y0, is a one-hot vector where the entire weight lies on the true class index. The relational

component, y𝑟 , spreads some of the target weight onto all other red objects. The target vector used for training is

a weighted average of the original target and the relational component. Analogously, to introduce a scale/shape

bias, some of the target weight is spread onto all other objects of the same scale/shape as the input object. (B)

Representational similarity matrix for the color CNN after training (𝜎 = 0.6). Entries at position (𝑖,𝑗) correspond to

the average cosine similarity between the CNN activations for images of class 𝑖 and the CNN activations for images

of class 𝑗 (based on the penultimate fully-connected layer). The white 16 × 16 blocks on the diagonal indicate that

objects of the same color are perceived as very similar to each other.

In order to enforce relationships for multiple attributes in a single model, we generalize the
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previous definition to include y𝑟 to be a sum over relational components,

y𝑟 =
1

𝑁

𝑁∑︂
𝑎=1

y𝑟𝑎 ,

where 𝑁 is the number of attribute relationships, and y𝑟𝑎 represents the relational component

from attribute 𝑎. To calculate the relational component for the all condition, we average the

relational components from the color, scale, and shape conditions.

4.5.5 Training and hyperparameters

We use a train/test split of 0.75/0.25.

General setup. The general training setup varies depending on which direction of influence

between perception and language is being investigated. A schematic overview of these variations

is shown in Fig 4.3. The agents’ vision modules are always pretrained on a classification task, and

different perceptual biases can be achieved via the different pretraining conditions explained

above. Categories do not have to originate from language. Categories can also be formed

through interactions with the world, and nonhuman animals as well as preverbal human

infants can learn categories (Sloutsky & Deng, 2019). Of course, these categories can still be

lexicalized later on. The classification task is motivated by this ability to form categories through

interactions with the world. While we do not explicitly model such interactions we assume they

take place nonetheless. To study the influence of differences in perception on communication

(Fig 4.3, top row), we train a sender and a receiver with fixed vision module weights on the

communication game. The evolutionary analysis uses the same setup. Here, multiple games

between sender-receiver pairs are used to approximate the communicative success of agent

populations with different perceptual dispositions. To study the influence of language on

perception, we consider language learning and language emergence (Fig 4.3, center and bottom

row). In the language learning scenario, the language is fixed—using a trained sender—and

only the receiver is trained, while in the language emergence scenario, both agents are trained.

Importantly, in both scenarios, not only the language module but also the vision module is

trained, such that changes in perception can occur. When learning to communicate, visual

representations may adapt but they are still constrained by the functions of the visual system. In

our case, this function is limited to object recognition (classification). To ensure that the agents’

perceptual ability does not deteriorate to processing only aspects relevant to the communication

game, training on the classification task used for pretraining continues. The loss function is

generated by adding the classification loss and the communication game loss together.

CNN pretraining. The CNN architecture consists of two convolutional layers with 32 channels,

followed by two fully connected layers with 16 nodes, and a final softmax layer. The first

convolutional layer is followed by a 2 × 2 max-pooling layer. For pretraining, we use stochastic
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Figure 4.3: Illustration of the training setups. The vision module is represented by an eye, the language module by a

mouth (sender) or an ear (receiver). The speech bubble represents the message, and the question mark the receiver’s

selection. Modules that are not trained, i.e. have fixed weights, are light gray. Modules that are trained are dark gray.

Note that the vision modules in the two language emergence scenarios (center and bottom row) are trained on the

communication game and simultaneously also on the original object classification task.

gradient descent (SGD) with learning rate 0.001 and batch size 128, and train for 200 epochs.

We set smoothing factors as high as possible while keeping the classification accuracy close to

maximal. For the color, scale, and shape conditions, we use a smoothing factor of 𝜎 = 0.6. For

all, the weight is distributed across more classes, which allows for a higher smoothing factor of

0.8. All networks achieve test accuracies > 97%.

Communication game. For most simulations, we use vocabulary size |𝑉 | = 4, message length

𝐿 = 3, and 𝑘 = 2 distractors. In principle, this allows agents to use a distinct symbol for each

object and thereby to achieve maximal reward. As there are only a few distractors, agents may

achieve relatively high rewards with suboptimal strategies. It is in the variation of such local

solutions that we hope to identify linguistic differences that reflect perceptual biases and vice

versa. We also run control experiments with a larger vocabulary size and more distractors, as

well as control experiments changing the task-relevance of individual attributes. The agents

minimize the negative expected reward, −𝔼[𝑟], and their trainable weights are updated using

REINFORCE (Williams, 1992), which is a basic policy gradient algorithm. We train all agents

using Adam with learning rate 0.0005 and batch size 128. Embedding and GRU layer each

have a dimensionality of 128. We add an entropy regularization term (Mnih et al., 2016) of 0.02

to sender and receiver loss to encourage exploration. The vision modules are initialized with

the weights of the pretrained CNNs. When both agents are trained, training proceeds for 150

epochs, if only the receiver is trained (language learning) for 25 epochs.

4.5.6 Evaluation

We are interested in the mutual influence between perception and language. Accordingly, we

devise metrics to quantify perceptual biases as well as linguistic biases.
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Perception

Let 𝐴 = {𝑐𝑜𝑙𝑜𝑟, 𝑠𝑐𝑎𝑙𝑒 , 𝑠ℎ𝑎𝑝𝑒} be the set of object attributes, and 𝑉𝑎 all values that attribute

𝑎 ∈ 𝐴 can take on, e.g., 𝑉𝑠𝑐𝑎𝑙𝑒 = {𝑡𝑖𝑛𝑦, 𝑠𝑚𝑎𝑙𝑙, 𝑏𝑖𝑔, ℎ𝑢𝑔𝑒}.

Given a set of inputs, representational similarity analysis (RSA) (Kriegeskorte et al., 2008) measures

the similarity between two representational spaces, by calculating the pairwise distances (in our

case similarities) of input representations in either space and then correlating the two distance

matrices. We use the analysis in two different ways. In the first case, RSA quantifies how well an

agent’s visual representations capture conceptually relevant attributes. Here, the two spaces

under comparison are the space of the agent’s visual representations generated by 𝑣(·), and

a symbolic space of 𝑘-hot encoded attribute vectors (𝑘 = |𝐴| = 3). In the second case, RSA

quantifies the degree of perceptual alignment between an agent and its communication partner,

and the two spaces under comparison are the two different visual representation spaces. In

a first step, we extract 𝑁 = 50 random example images for each object (class) and generate a

representational similarity matrix (RSM) for each space under comparison, by calculating the

pairwise cosine similarities between the corresponding representations, 𝑠𝑖𝑚𝑐𝑜𝑠(𝑟𝑖 , 𝑟𝑗) =
𝑟𝑇
𝑖
𝑟𝑗

∥𝑟𝑖 ∥∥𝑟𝑗 ∥ .

Fig 4.2.B shows an example of an RSM for a color agent. In a second step, the actual RSA

score is calculated as the Spearman correlation between the RSMs of the two spaces under

comparison.

The RSA score with respect to the attribute template tells us how well differences in the

underlying compositional object structure correlate with differences in the agent’s visual

representations. Fig 4.4.A shows the RSM calculated from 𝑘-hot encoded attribute vectors,

which serves as a ground-truth template. We can also use RSA to quantify whether agents can

represent similarity relationships for some attributes better than for others. In order to do so,

we replace the 𝑘-hot attribute vectors above by one-hot vectors encoding the values 𝑉𝑎 of a

specific attribute 𝑎, and repeat the procedure for each attribute 𝑎 ∈ 𝐴, resulting in separate

RSA scores for color, scale, and shape. Fig 4.4.B shows the color RSM template. Notice, that

the RSA scores for individual attributes attenuate each other, as the agent’s representations

cannot simultaneously match all three templates. If one score is higher than the others, the

agent represents one attribute at the cost of the others and is said to have a perceptual bias for

that attribute. We denote the general RSA score (including all attribute values) by 𝑅𝑆𝐴, and the

scores for a specific attribute by 𝑅𝑆𝐴𝑎 .

Language

We use an information-theoretic evaluation to quantify the linguistic bias. Communicative

success is based on what information about the target objects, 𝑂, the sender encodes in the

messages, 𝑀, but also what information the receiver decodes from the messages to determine

its object selections, 𝑆. Communicative success depends on both these factors, suggesting a

three-way analysis, see Fig 4.5 (left), which would allow us to quantify the shared and distinct
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Figure 4.4: Quantifying perceptual bias. (A) Object similarities calculated from 3-hot encodings based on all three

attributes. This template is used in the RSA calculation to measure how well conceptually relevant attributes are

encoded. (B) Object similarities calculated from 1-hot encodings based on color value. This template is used to

calculate 𝑅𝑆𝐴𝑐𝑜𝑙𝑜𝑟 .

information between all combinations of objects, messages, and selections. However, in our

experiments, the shared information between objects and selections is entirely predicted by the

messages, since the receiver can only make selections based on message content (for details see

Appendix C.1). Therefore, we can skip the object-selection interface, leading to separate analyses

of the relation between objects and messages, and messages and selections Fig 4.5 (right).

The mutual information between two random variables, 𝐼(𝑋,𝑌), measures how predictive these

variables are of each other

𝐼(𝑋,𝑌) = 𝐻(𝑌) − 𝐻(𝑌 | 𝑋) = 𝐻(𝑋) − 𝐻(𝑋 | 𝑌) ,

where 𝐻(𝑋) is the marginal entropy and 𝐻(𝑋 | 𝑌) the conditional entropy defined as

𝐻(𝑋 | 𝑌) = −
∑︂

𝑦∈𝑌, 𝑥∈𝑋
𝑝(𝑦, 𝑥) log

𝑝(𝑦, 𝑥)
𝑝(𝑦) .

The conditional entropy indicates how much uncertainty about 𝑋 remains (on average) after

learning 𝑌. It turns out that, in all our experiments, the analysis of sender and receiver are

symmetric in that 𝐻(𝑂 | 𝑀) ≈ 𝐻(𝑆 | 𝑀), 𝐻(𝑀 | 𝑂) ≈ 𝐻(𝑀 | 𝑆), and accordingly also

𝐼(𝑂, 𝑀) ≈ 𝐼(𝑀, 𝑆). Therefore we limit our analysis to the sender.

The conditional entropy, 𝐻(𝑂 | 𝑀), quantifies the degree of uncertainty about the objects when

knowing the messages that were sent. In reverse, to measure how much information about the

objects is encoded in the messages, we can define an effectiveness score by

𝐸(𝑂, 𝑀) = 1 − 𝐻(𝑂 | 𝑀)
𝐻(𝑂) ,

with 𝐸(𝑂, 𝑀) ∈ [0, 1]. To measure linguistic bias, we can define an effectiveness score for

individual attributes. Let 𝑂𝑎 be the values of attribute 𝑎 for all objects, and 𝑀 the generated

messages as above, then we can measure how much information about 𝑎 is encoded in the
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Figure 4.5: Schema of the information in the target objects, 𝑂, the corresponding messages, 𝑀, and objects selected

by the receiver, 𝑆. 𝐻 denotes entropy and 𝐼 mutual information. The object-selection interface is entirely predicted

by the messages as the mutual information between objects and selections given messages (shaded region on the left

side) is zero. Therefore we can separate the analysis of sender (objects-messages) and receiver (messages-selections)

as shown on the right. Note, the schema is not an actual set-theoretic representation and serves illustrative purposes

only.

messages as 𝐸(𝑂𝑎 , 𝑀). It follows, that

𝐸(𝑂𝑎 , 𝑀) =
1

|𝐴|
∑︂
𝑎∈𝐴

𝐸(𝑂𝑎 , 𝑀)

measures how well all conceptually relevant attributes are communicated. Unlike the RSA

scores for individual attributes, 𝐸(𝑂𝑎 , 𝑀), can be maximal for all attributes at the same time.

4.6 Results

This section presents analyses and results. At first, a validity check of label smoothing as a

method to induce selective visual biases is performed. Then, each of the three questions under

investigation is treated separately.

4.6.1 Perceptual biases generated via label smoothing

Relational label smoothing can systematically manipulate perception. In order to test the

validity of our manipulations, we check whether relational label smoothing induces the intended

biases. As the agents’ vision modules use object representations from the penultimate CNN

layer, we quantify the biases for that layer using RSA. t-SNE plots (van der Maaten & Hinton,

2008) and pairwise class similarities of object representations can be found in Appendix C.2

and Appendix C.3. Table 4.1 shows the RSA scores for each of the five pretraining conditions.

Surprisingly, the default CNN represents differences in color values much more accurately

than differences in other attributes. This inherent color bias may be due to the networks’ direct

access to color information via the RGB channel input (Hill, Clark, et al., 2020). color, scale,
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and shape networks mostly capture differences in the respective attribute. The all network

represents differences in all three attributes, which can be seen from relatively high RSA scores

per attribute, as well as a higher overall RSA score. Note, maximum values per attribute are

smaller than in the other conditions due to mutual attenuation. In conclusion, by default, object

representations extracted from CNNs are biased towards representing color information but

relational label smoothing can shift this bias to other attributes as well as improve coverage of

the entire input topology.

Table 4.1: RSA between visual object representations and object attributes for each pretraining condition. Scores are

calculated between object representations and 𝑘-hot attribute encodings, 𝑅𝑆𝐴 (bottom row), as well as for each

individual attribute 𝑎, 𝑅𝑆𝐴𝑎 .

default color scale shape all

𝑅𝑆𝐴𝑐𝑜𝑙𝑜𝑟 0.633 0.750 0.019 0.021 0.440

𝑅𝑆𝐴𝑠𝑐𝑎𝑙𝑒 0.101 0.019 0.750 0.025 0.319

𝑅𝑆𝐴𝑠ℎ𝑎𝑝𝑒 0.056 0.017 0.015 0.748 0.424

𝑅𝑆𝐴 0.439 0.437 0.437 0.442 0.675

4.6.2 Influence of perception on language

To quantify the influence of different visual biases on emergent communication, we trained

agents with different visual biases (and fixed vision module weights) on the communication

game. For all CNNs (default, color, scale, shape, all) we trained a sender-receiver pair where

both agents used the same vision module and thus had the same bias. In addition, to evaluate

the impact of sender versus receiver bias we ran experiments combining a default receiver

with each type of sender, and combining a default sender with each type of receiver. We

conducted twenty runs per agent combination. All agents learned to play the game, with mean

test rewards ranging between 0.914–0.968 (details about the agents’ performance follow later in

this section).

Perceptual biases systematically shape emergent language. We begin by analyzing the effect

of perceptual biases on emergent language when both agents have the same bias. We use the

effectiveness score to measure how much information about specific attributes is contained

in the messages. The results for each type of bias and each attribute are shown in Fig 4.6.A.

The five blocks on the 𝑥-axis show the perceptual bias conditions, with each bar representing

one of the three attributes. In the default condition (left) the messages are strongly grounded

in object color, which can be attributed to the inherent color bias of the default CNN. Agents

with a color, scale, or shape bias (central three blocks), ground their messages to a large extent

in the attributes they have a perceptual bias for. Overall, the effectiveness across conditions

is significantly higher for biased attributes (𝑀 = 0.868) than unbiased attributes (𝑀 = 0.468),

as indicated by a bootstrapped 95% confidence interval (CI) for the difference in means of

[0.355, 0.444]. Qualitatively, the observed patterns prevail also if the vocabulary size and the

number of distractors are increased, both of which encourage the agents to communicate
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more information about each attribute (see Appendix C.4). It seems that if agents are good

at perceiving object similarities along specific dimensions, they prefer to communicate these

dimensions over others.

Figure 4.6: Effectiveness per attribute for different pairings of senders and receivers. Pairings are (A) biased sender

and biased receiver, (B) biased sender and default receiver, and (C) default sender and biased receiver. The 𝑥-axis

shows the agents’ perceptual biases. The bars are labeled with the attribute 𝑎 used for calculating 𝐸(𝑂𝑎 |𝑀), with

attributes enforced via label smoothing in dark gray. We report means and bootstrapped 95% CIs of twenty runs

each.

Sender bias is more influential than receiver bias. Effectiveness scores for varying the sender

bias in combination with a default receiver are shown in Fig 4.6.B, and for varying the receiver

bias in combination with a default sender in Fig 4.6.C. The results for default from part (A)

are repeated as a reference. Comparing part (B) to part (A) of the figure, and singling out the

effects of color, scale, and shape biases, biasing only the sender has similar effects as biasing

both agents. For each of these biases, the language is grounded largely in the corresponding

attribute. Still, the color bias of the default receiver leads to an increase in color effectiveness

when the sender itself does not have a color bias. Comparing (C) to (B), also a receiver bias is

carried over into the emergent language, even though its influence is weaker and the color bias

of the default sender dominates. We calculate the mean absolute difference (MAD) between the

average effectiveness scores in (B) and (A), as well as (C) and (A), for color, scale, and shape

condition, to quantify the relative influence of biasing one versus both agents. The imbalance

between sender and receiver bias is reflected in a higher MAD for biased receivers (0.194) than
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biased senders (0.103). Looking at the all condition, an interesting pattern emerges. If both

agents have an all CNN as in (A), the message information is more evenly distributed across

all attributes than in the default condition. However, if either of the agents uses a default

CNN, as in (B) or (C), this effect is reversed and the messages are mostly grounded in color,

which is likely because the “flexible” all agent adapts to the inherent color bias of the default

agent. In line with this interpretation, the MAD between average effectiveness scores in all

condition and default condition is very small, both when the sender is biased (0.012) and when

the receiver is biased (0.013). In sum, perceptual biases of both sender and receiver are reflected

in the emergent language, but due to the asymmetry of communication, the sender bias is more

influential. Further, agents that rely strongly on all conceptually relevant object dimensions for

perceptual categorization can flexibly adapt their language to suit communication partners

with more narrow perceptual discrimination abilities.

Perception of relevant similarity relationships improves communication. Table 4.2 displays

the training rewards, test rewards, and average effectiveness across attributes for all five

conditions (sender and receiver biased). Results for pairing biased with default agents can be

found in Appendix C.5. The mean test rewards range between 0.914–0.968 across all conditions,

at a chance level of 0.33. We are particularly interested in the all versus default comparison, so

whether sharpening the agents’ perception with respect to conceptually relevant dimensions

improves emergent communication in comparison to default processing. According to all three

metrics, all agents achieve the best values, and default agents the second-best values. The

strong perceptual bias for individual attributes seems to bias the communication to a degree

that is harmful to performance. Still, the differences between all and default are significant

based on the bootstrapped 95% CIs for the difference in means with respect to training

rewards ([0.007, 0.017]), test rewards ([0.005, 0.014]), and average effectiveness ([0.040, 0.083]).
The higher average effectiveness in the all condition suggests that enforcing conceptually

relevant similarities helps the agents to overcome categorization biases, such that they can

better communicate all relevant attributes—instead of forming semantic categories based on

individual attributes—and as a consequence achieve higher performance.

Table 4.2: Training rewards, test rewards, and average effectiveness across attributes for sender-receiver pairs with

the same bias. Reported are means and bootstrapped 95% CIs calculated from twenty runs per condition. The best

values across conditions are highlighted.

default color scale shape all

train reward 0.956 ± 0.003 0.928 ± 0.008 0.910 ± 0.006 0.937 ± 0.008 0.968 ± 0.004

test reward 0.959 ± 0.003 0.929 ± 0.009 0.914 ± 0.007 0.939 ± 0.008 0.968 ± 0.004

𝐸(𝑂𝑎 , 𝑀) 0.676 ± 0.013 0.596 ± 0.015 0.532 ± 0.016 0.600 ± 0.020 0.738 ± 0.017

4.6.3 Influence of language on perception

To study the influence of different linguistic biases on visual perception, we considered a

language learning and a language emergence scenario. For the language learning scenario, we
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used the trained senders from the agent pairs above (where both agents have the same bias)

and trained default receivers to learn their language. For the language emergence scenario,

we ran experiments combining a default receiver with each type of sender, and combining

a default sender with each type of receiver. We conducted ten runs per scenario and agent

combination, with mean test rewards ranging between 0.919–0.973 (for details about training

and test rewards see Appendix C.6).

Linguistic biases influence perception. In the language learning scenario, the language

was fixed and learned by the receiver. Fig 4.7, top left, shows that the linguistic biases clearly

influence the agent’s perception: if message content is biased towards a specific attribute—as

in the default (color attribute), color, scale, and shape condition—the agent learns to better

represent visual differences for this attribute. As the default receiver starts out with a perceptual

color bias (see Table 4.1), changes in visual perception are most clearly visible in the scale and

shape conditions, where the color bias is reduced, and scale or shape bias increases. Looking at

the RSA scores between the sender’s and the receiver’s visual object representations (Fig 4.7,

bottom left) we find that unless both agents start out with a color bias (default and color

condition) the scores increase, so the receiver’s representations adapt to those of the sender.

The center and right columns of Fig 4.7 visualize the same analysis results for the language

emergence scenario, once for a default receiver paired with senders from different conditions

(center), as well as for a default sender paired with receivers from different conditions (right).

The exact same qualitative patterns as in the language learning scenario emerge, with differences

in amplitude suggesting that the receiver is more affected by the sender’s bias than vice versa.

The agents’ biases are passed on through language, even if there is no fixed linguistic protocol

to begin with.

Communication can improve perception of relevant similarity relationships. Color, scale,

and shape information is relevant for the communication game. Therefore, it seems plausible that

playing the game could improve visual object representations with respect to these attributes.

Fig 4.8 shows the RSA scores of a default agent after training in the language learning scenario

(left), and the language emergence scenario as receiver (center) or sender (right). The CNN

type of the communication partner is color-coded. Indeed, compared to the original RSA

score, regardless of the scenario and the bias of the communication partner, the CNN of

the default agent better accounts for differences in the conceptually relevant attributes. The

representational grouping of objects based on the inherent CNN color bias is reduced by playing

the communication game.

We further analyzed the influence of scenario (learning, emergence - default receiver, emergence

- default sender) and communication partner bias (default, color, scale, shape, all) by

looking at the bootstrapped 95% CIs for the differences in means. Mean RSA scores are lowest

in the learning scenario (𝑀 = 0.518). They are higher in the emergence scenario with a

default receiver (𝑀 = 0.543), with a CI of [0.017, 0.033], and even higher for the emergence
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Figure 4.7: Influence of linguistic biases on perception. Shown are the effects of language learning and language

emergence on a default agent, when paired with agents of different visual bias conditions. The left column covers

the language learning scenario with a default receiver, the central column the language emergence scenario with a

default receiver, and the right column the language emergence scenario with a default sender. In the language

learning scenario, the sender’s weights (and therefore also the language) are entirely fixed. In the language emergence

scenario, both agents are trained and the language emerges. The visual bias of the communication partner is shown

on the 𝑥-axis. The top row shows the RSA scores between the default agent’s visual representations and each object

attribute—indicated by the bar label—after training. Attributes that were enforced to create the visual bias of the

communication partner are dark gray. The bottom row shows the RSA scores between the visual representations of

the default agent and those of its communication partner before (light gray) and after (dark gray) training. Reported

are means and bootstrapped 95% CIs of ten runs each.

scenario with a default sender, with a CI for the two emergence scenarios of [0.014, 0.033].
Agents in the language emergence scenarios learn object representations that better reflect

the underlying object structure compared to agents in the language learning scenario, with a

stronger effect for the sender than the receiver. Thus, it is beneficial, if both agents can adapt their

perceptual processes to the game. As the sender dominates the emerging protocol (see above),

its visual representations might adapt more strongly to the task. With respect to differences in

communication partner bias, we were particularly interested in which communication partners

can increase the RSA score compared to a default partner (𝑀 = 0.525 across scenarios). In

pairwise comparisons with the default partner, a partner with a shape bias leads to the strongest

improvement (𝑀 = 0.558,𝐶𝐼 = [0.017, 0.047]), followed by all (𝑀 = 0.552,𝐶𝐼 = [0.014, 0.040]),
then scale (𝑀 = 0.543,𝐶𝐼 = [0.005, 0.030]), and finally color does not seem to yield a significant

improvement (𝑀 = 0.535, 𝐶𝐼 = [−0.003, 0.022]). The default agent is good at representing

differences in object colors, and bad at representing differences in both scale and shape

information, with the largest deficit for shape (see Table 4.1). It seems that talking to shape or

all agents, which are good at representing shape information, can help overcome the shape

deficit, therefore leading to the strongest improvements. Similarly, communication with a color

agent does not stimulate the agent to adapt its representations, as the preferred structure based

on color values is mutual.

Overall, adapting visual perception for a downstream communication task (while staying

true to the original classification objective) improves the visual representation of task-relevant

aspects of the environment—in our case the three object-defining attributes. The improvement
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Figure 4.8: RSA scores between symbolic object representations (𝑘-hot attribute vectors) and neural object repre-

sentations in the agent’s vision module. Shown are the scores for the default agent after training, for different

communication partners, and across ten runs each. For the language learning scenario, the default receiver is shown

(left). For the language emergence scenario, the default receiver (left) and the default sender (right) are shown. The

dashed line indicates the RSA score of the default CNN—so the agent’s vision module—before training.

is stronger if the communication partner is good at representing aspects for which the agent has

a deficit.

The role of classification. The agents’ vision modules are trained for classification and

communication at the same time. The classification task is used to simulate that the visual

representations have other purposes apart from informing communication. We ran additional

control simulations without the classification task, to understand its influence on the results

above. A detailed description of methods and results can be found in Appendix C.7. The main

finding can be confirmed also without classification: If message content is biased towards a

specific attribute—because it is predetermined (language learning) or arises through a visual

bias of the communication partner (language emergence)—the default agent learns to better

represent visual differences for this attribute. Still, the classification loss has a moderating effect

on the RSA scores as it constrains the visual representations to capture differences between the

values of all attributes regardless of linguistic bias. In other words, it keeps the vision module

from only representing information that is relevant to the communication game. As the agents

discriminate between fewer objects in communication than in classification (communication

is less optimal than classification), playing the reference game does not improve the visual

representations, i.e. the general RSA score, without the classification loss.

4.6.4 Evolutionary analysis

In the preceding analyses we studied how perceptual biases, or more generally representations,

are affected by language use. Here, we take this idea to an extreme by analyzing whether specific

perceptual representations (biases) are more likely to result from within- or cross-generational

adaptation processes based on their aptitude for communication. For this purpose, we use

the static solution concept of evolutionary stability from evolutionary game theory (Maynard

Smith, 1974). This solution concept assumes a large, homogeneous population where agents are
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randomly paired to play a game of interest. Based on the reward (or payoff) structure between

different types of agents, it can be decided whether a population of a certain type can be invaded

by an alternative type. In a two-player symmetric game, type 𝑡 is evolutionary stable, if agents

of any mutant type 𝑡′ achieve less reward playing with an agent of type 𝑡 than two agents

of type 𝑡 playing with each other, 𝑟(𝑡 , 𝑡) > 𝑟(𝑡′, 𝑡). If there is a competing type 𝑡′, such that

𝑟(𝑡′, 𝑡) = 𝑟(𝑡 , 𝑡), 𝑡 is still evolutionary stable if 𝑟(𝑡 , 𝑡′) > 𝑟(𝑡′, 𝑡′).

While the concept of an ESS has first been introduced in the context of biological evolution, it

is useful also for analyzing the stable rest points of non-biological evolutionary optimization

processes The latter is made possible by the fact that ESSs are the (locally) asymptotically stable

rest points of the replicator dynamic (Hofbauer & Sigmund, 1998; Taylor & Jonker, 1978). The

replicator dynamic, in turn, is a rather encompassing high-level formalization of a wide variety

of agent-internal optimization processes, be they cross-generational as in cultural evolution or

(asexual) reproduction (Sandholm, 2010), or within-generational as in imitation-based dynamics

(Franke & Correia, 2018; Sandholm, 2010) or simple forms of reinforcement learning (Börgers &

Sarin, 1997).

Enhanced perception of relevant features is evolutionary stable. In our case, the game of

interest is the reference game, and the different types are given by different perceptual biases.

We assume that agents in the population can act as both sender and receiver. Accordingly, the

rewards for two communicating agents with biases 𝑡 and 𝑡′ are calculated by averaging the

rewards of a 𝑡-sender paired with a 𝑡′-receiver and a 𝑡′-sender paired with a 𝑡-receiver. This is

also known as symmetrizing the game (Cressman, 2003, Section 3.4). Because the training process

and the agents’ policies are stochastic, the reward for an interaction between two bias types is

approximated by averaging across multiple runs. Fig 4.9.A shows the reward matrix for all bias

combinations averaged across twenty simulations for each sender-receiver pair. Judging from

the average rewards, the default and all conditions form the only evolutionary stable biases.

Pairwise comparisons between the CIs in each matrix column reveal that only the evolutionary

stability of the all bias is significant. Thus, only the all bias prevails in an optimization process

for communicative success.

Eliminating potential confounds of task-relevance as evolutionary drive. all agents achieve

higher rewards than other agents. Intuitively, this is the case because the all condition enforces

task-relevant attributes. If object color was not relevant to the game, enforcing color similarities

should not increase performance, and a color bias should not evolve. However, the advantage

of all agents could be due to other factors. We noted above that, based on the nature of the

reference game, the conceptually relevant (i.e. class-defining) attributes correspond to the

attributes that are relevant for successful communication. To achieve perfect performance, all

conceptually relevant attributes must be communicated, such that the receiver can identify the

target unambiguously against different distractors. all agents could therefore achieve higher

performance because they are biased towards class-defining attributes rather than task-relevant
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Figure 4.9: Mean reward on the test set for two agents of different bias types communicating with each other. For

each sender-receiver combination, we ran twenty simulations. To obtain the average reward for an agent of bias type

𝑡′ communicating with an agent of bias type 𝑡, we average the rewards of the combinations 𝑡′-sender/𝑡-receiver and

𝑡-sender/𝑡′-receiver, hence the matrices are symmetric. We highlight the results for the combinations where both

agents are biased towards all relevant attributes. (A) shows the mean test rewards for agents with 𝑡′, 𝑡 ∈ {default,

color, scale, shape, all} in the basic reference game where all attributes (color, scale, shape) are relevant. (B) shows

the mean test rewards for agents with mixed biases 𝑡′, 𝑡 ∈ {color-scale, color-shape, scale-shape} for reference

games where out of the three attributes either color (left), scale (center), or shape (right) is not relevant.

attributes; or, simply because more attributes are enforced than in the other conditions, which

might improve representational structure.

To exclude these alternative explanations, we ran a set of control simulations. We created

different mixed-bias conditions, where similarities for two out of three attributes were enforced

during perception-pretraining (color-scale, color-shape, scale-shape). To ensure that the bias

strength for enforced attributes is high and approximately equal within and across types, as

well as that the bias strength for unenforced attributes is approximately zero, we conducted

a grid search across different smoothing factors and weightings between the two enforced

biases (for details see Appendix C.8). In addition, we designed reference game variants, where

always one of the three object attributes is not relevant (color irrelevant, scale irrelevant, shape

irrelevant). E.g., if object color is irrelevant, sender and receiver target may have different colors

and still yield maximal reward, while scale and shape must be the same, see Fig 4.10. By training

combinations of mixed-bias agents on these games, the set of attributes relevant to pretraining

is disentangled from the set of attributes relevant to communication, while the number of

enforced biases is constant across agent types.

Figure 4.10: Example inputs if object color is irrelevant in the communication game. The receiver target is marked by

a black box. Appendix C.9 shows examples of sender and receiver inputs for each game variant (color irrelevant,

scale irrelevant, shape irrelevant).

Fig 4.9.B shows the resulting reward matrices (for an analysis of the linguistic biases see Appendix

C.10). In each game variant, agent types with a bias for task-relevant attributes form the only
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evolutionary stable population. Particularly low performances arise when both agents have the

same mismatching bias (low values on the diagonal) because, in that case, the agents’ bias does

not encourage communication about the respective “missing” attribute. E.g., if both agents have

a color-scale bias, introducing shape information into the conversation is more difficult than if

one agent has a color-shape bias. The matrices further show that representations which are

biased towards task-relevant attributes will win against any alternative homogeneous bias. In

conclusion, there might be optimization pressure towards representations that accurately capture

the relationships between objects, in terms of features that are environmentally relevant.

4.7 Discussion

We proposed that communication games with deep neural network agents can be used to

study interactions between perception and emergent communication. Based on systematic

manipulations of visual representations and communication protocols, we made the following

main observations: 1) biases in either modality are reflected in the other, 2) communication

improves the perception of task-relevant attributes, and 3) enforcing accurate representation

of task-relevant attributes improves communication—to a degree that specialization of the

perceptual system to the linguistic environment could accrue.

Multi-agent communication games account for the interactive and grounded nature of commu-

nication. Reinforcement learning (RL) presents a natural framework for modeling learning in

these games. Utterances are treated like actions: they are grounded in the environment and

driven by objectives. Machine learning models trained on language in isolation—typically under

(self-)supervision—have achieved impressive results on various natural language processing

tasks by capturing statistical patterns from large corpora (Brown et al., 2020; Devlin et al., 2019;

Radford et al., 2019). However, lacking a grounded shared experience, these models cannot

address deeper questions about communication and meaning (Bisk et al., 2020).

4.7.1 Influence of perception on language

The first set of analyses investigated the influence of visual perception on emergent com-

munication. We found that semantic category formation was largely shaped by perceptual

similarity relationships. In human cognition, the idea that many concepts are characterized by

perceptual properties is uncontroversial. For example, objects that are grouped under the same

psychological concept often have similar shapes (Rosch et al., 1976). The conceptual structure

of the world in our reference game is predetermined: objects are defined by color, scale, and

shape, each being equally important. Still, the agents group together several concepts under a

single label based on perceptual similarity, which means the emerging protocol is suboptimal.

They even do so when the message space and the number of distractors are increased (see

Appendix C.4). Recently, it was shown that neural network agents playing a color discrimination

game develop efficient communication, in the sense that they reach maximum accuracy for a
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given language complexity, and that—as in human color-naming systems—low complexity is

preferred (Chaabouni et al., 2021). We assume a similar effect in our simulations. The agents

develop accurate but simple protocols, and reductions in complexity are achieved by grouping

different objects under the same label based on perceptual similarity. We further showed that

increasing the perceptual sensitivity for features that are relevant to the communication game

debiases communication and improves performance. In line with the above interpretation, it

could be that agents with better adapted representational spaces find solutions with higher

complexity and accuracy, while still optimizing the trade-off between the two.

These results are also relevant from an engineering perspective. A lot of the existing research in

language emergence is focused on developing setups that foster the emergence of communication

protocols sharing desirable properties with natural language. The role of how agents perceive

and represent the world is mostly ignored (Bouchacourt & Baroni, 2018). However, we not

only show that perceptual biases directly influence the emerging protocol but also that they

are present in default setups. We find that the organization of pixel inputs into dedicated

color channels makes color information more easily accessible than other object information,

which leads to a color bias in communication. Neural networks process visual information

differently from humans in many ways. For example, they are susceptible to adversarial attacks

(Szegedy et al., 2014) and lack useful learning mechanisms observed in children (Gandhi &

Lake, 2020). We think that language emergence research can profit from taking into account the

effects of differences between human and machine perception. Moreover, we show that agents’

performance can be improved by developing representational similarity relationships that are

based on task-relevant dimensions, rather than using out-of-the-box pretrained networks.

4.7.2 Influence of language on perception

The second set of analyses studied the influence of (emergent) communication on visual

perception. We found that categories established by the communication protocol modulate

representational similarities to better reflect this categorical structure, by increasing the similarity

between objects that are grouped together under the same expression. It has been shown that

learning new color categories (through a perceptual task) induces categorical effects on color

discrimination similar to those of natural color categories (Ozgen & Davies, 2002). These

results suggest that cross-language differences in perceptual representations may arise as a

result of learning linguistic categories, as simulated in our experiments. Besides, we observed

that perceptual sensitivity increases for features that are relevant in the communication game

and therefore affect the agents’ objective. The need to discriminate between features, for

communication to be successful, can disentangle their visual representations. This increase

in sensitivity occurs even though the exact same features are also relevant in the pretraining

classification task. A related effect has been observed in a visual search task. Although there is a

baseline effect of conceptual categories on visual processing, this effect increases if the target

category is labeled (Lupyan, 2008).
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Both these observations have been made in earlier simulations. Harnad et al. (1991) showed that

neural networks trained on a supervised classification task show effects of categorical perception,

in that a continuous input dimension is warped in the network representations to increase

within-category similarity and decrease between-category similarity. Later, Cangelosi and

Harnad (2000) compared agents that learned categories from sensorimotor interaction with the

world (“sensorimotor toil”) to agents that could additionally learn from communication signals

(“symbolic theft”). Sensorimotor interaction, comparable to our pretraining classification task,

warped the agents’ representational similarity space but supervised learning of symbolic object

descriptions warped these similarity spaces even further, leading to increasingly categorical

perception. Our work extends these computational approaches. We model how a representation

space can restructure itself to reflect a categorical partition of a comparatively complex input

space, based on communicative interaction rather than supervised learning.

Modeling a communication scenario has the advantage that we can study interactions between

communication partners who conceptualize the world differently. Because the emerging

language is shaped by the perceptual biases of both agents, and in turn shapes their perceptual

biases, the agents’ representations become aligned through communication. Comparable effects

have been found in empirical studies. Category structure aligns between people who play a

reference game (Markman & Makin, 1998), and more generally between people who assign

novel labels to stimuli with the goal to coordinate (Suffill et al., 2019).

These analyses, too, have implications for engineering-driven research. Backpropagating the

learning signal from the communication game through the vision module of the agents improves

their ability to represent and discriminate between relevant features, which might be useful

for downstream tasks other than communication. It also provides a way to align perceptual

representations of different agents, which can be particularly useful if one agent can thereby

correct specific perceptual deficits of the other agent.

4.7.3 Evolutionary analysis

Finally, the evolutionary analysis showed that accurate perception of environmentally relevant

aspects constitutes a functional advantage. Related results have been found in experiments

with robots playing a color naming game (Bleys et al., 2009). Robots that could adapt their

categories to the task performed better than robots starting out with the same, but fixed category

structure. Most likely, representational structure in humans is optimized to accommodate

environmentally relevant conceptualizations as well (Gärdenfors, 2004; Marstaller et al., 2013).

In our simulations, communication was the only task performed by the agents. Representational

structure in humans, however, is shaped by various environmental pressures. Our results do not

indicate that perception only adapts to optimize communication, but rather that communication

(as a means to exchange information about relevant aspects of the environment) may constitute

one of these pressures.
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Whether language could have influenced the brain, and therefore also visual perception, through

biological evolution is highly debated. A major problem lies in the fact that it is difficult to

estimate the relative change of perception during the evolution of language. The (macaque)

monkey visual system is often and successfully taken as a model system for the human visual

system. A mainstream view is that the two visual systems share many characteristics but are

not identical (Orban et al., 2004; Rapan et al., 2022). Furthermore, it is uncertain when language

emerged (Hauser et al., 2014). However, it has been argued that—evolutionarily young and

variable—language is rather shaped by the—evolutionarily old and stable—brain than vice

versa (Christiansen & Chater, 2008). While we abstain from claims about the time scales of the

analyzed optimization process, it seems more likely that language-guided adaptations of visual

representations happen within the lifetime of an individual.

Stable state analysis is a static solution approach to evolutionary games. It can identify whether

a given population will remain at a certain state but does not explain how a population arrives at

that state. The latter question can be answered by dynamic approaches, which apply an explicit

model of the optimization process. A prominent example is the replicator dynamic, originally

defined for a single species by Taylor and Jonker (Taylor & Jonker, 1978) and named by Schuster

and Sigmund (Schuster & Sigmund, 1983). Thus, evaluating the probability that a randomly

initialized population develops perceptual representations that match communicative needs

would require the use of dynamic models.

4.7.4 Flexible-role agents and populations

In the original Lewis game, there are two agents with fixed roles (sender and receiver), two

world states, and two actions. In the theoretical analysis of signaling games, it has been of

general interest how the agents’ behavior changes under variations of this simple case (Skyrms,

2010). Like the original Lewis game, our reference game involves two agents with fixed roles. To

make sure that our results do not only pertain to this special case, we ran additional simulations

with more agents and flexible-role agents. In particular, we separately tested an extension to

flexible-role agents and an extension to a 4-agent game (two senders, two receivers). We repeated

the analyses above for the default, scale, and all conditions, as these conditions cover the

main manipulations of enforcing no bias, a bias for a single attribute, or a bias for all attributes.

Details about methods and results can be found in Appendix C.11 (4 agents) and Appendix C.12

(flexible-role agents). At least for these two extensions, we can establish the same main results as

for the fixed-role, 2-agent game. While many more variations are conceivable, our findings seem

to reflect general aspects of language-perception interactions in multi-agent communication.

4.7.5 Limitations

Combining communication games with deep learning to study interactions between language

and perception (and possibly other areas of cognition) is a novel approach. As a first implemen-
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tation, the proposed setup tries to strike a balance between the flexibility of modern DNNs and

experimental control. Our images and categories fall clearly short of the visual complexity of the

world. However, using objects that are composed of a fixed set of attributes and attribute values

has several advantages. We can introduce selective visual biases via relational label smoothing,

and we can quantify and compare visual and linguistic biases with respect to these attributes.

Our model also greatly simplifies the functionality of visual perception. Our agents use their

vision modules to generate representations that can be used for classification and communication.

The visual brain, in contrast, performs a multitude of functions each of which imposes

organizational and representational constraints. In particular, visual perception requires an

(implicit) understanding of sensorimotor contingencies as it informs and is informed by motor

action (Noë, 2004). Hence, unlike our model, the visual system continues to represent information

that is irrelevant to categorization or communication. As a consequence, our results likely

overestimate the effects of language on perception. In addition, without a significant increase in

architectural and functional complexity, an analysis of the penetration depth of language into

visual representations (high-level attentional selection mechanisms vs. dynamic re-tuning of

receptive fields of primary sensory neurons) does not warrant conclusions about the human

visual system. Empirical studies show that the effects of language on vision are dynamic and

task-dependent. For example, in color discrimination tasks, categorical effects are observed

for naive but not trained observers (Witzel & Gegenfurtner, 2015), and sometimes only in the

presence but not in the absence of verbal cues (Forder & Lupyan, 2019). Future work could study

these more nuanced effects by using more complex vision modules.

4.7.6 Outlook

Our vision modules are CNNs trained on classification. Thereby, they rely on the same

principles—albeit being much simpler—as state of the art models of vision (Lindsay, 2021; Storrs

et al., 2021). Still, there are many ideas on how correspondence between artificial and biological

neural networks can be further improved by changing architectures, learning algorithms, input

statistics, or training objectives (Kietzmann, McClure, et al., 2019; Richards et al., 2019). As a

relatively minor change, training on superordinate or both superordinate and basic labels, rather

than on subordinate labels as is typically the case, makes visual representations more robust and

more human-like (Ahn et al., 2021). Note that information about taxonomic relationships can

also be encoded in the training labels directly using the (hierarchical) relational label smoothing

method presented here. An example of an architectural change are recurrent CNNs, which

include not only bottom-up but also lateral and top-down connections. Including recurrence

improves object recognition, especially under challenging conditions (Spoerer et al., 2017), and is

required to model the representational dynamics of the visual system (Kietzmann, Spoerer, et al.,

2019). As an example of a change in objective, an embodied DNN agent has been shown to learn

sparse and interpretable representations through interactions with its simulated environment

(Clay et al., 2021). In addition to scaling our experiments to more complex input data and

deeper networks, future work could draw on these exciting developments to better capture the
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functional and architectural constraints on the visual system. The resulting models could be

used to investigate how the effect of communication on perceptual representations changes

under these additional constraints.

This paper set out to explore mutual influences between language and (visual) perception

in multi-agent communication. But language interfaces with other areas of human cognition

as well. The embedding of language in general cognition is evident in everyday language

use. For instance, in understanding a written text, we are able to recruit from memory the

right background assumptions to make the text coherent (Graesser et al., 2001). This can,

among others, be observed in bridging inferences. Upon reading “They had a barbecue. The

beer was warm.”, we can conclude that the beer was part of the barbecue. Another salient

example is attention. While we may share a basic attention mechanism for dealing with the

non-linguistic world, having a language to “bridge minds” will likely lead to fine-tuning and, in

fact, align our attentional mechanisms. Think about saying “Wow!” or adding “surprisingly”.

These so-called mirative markers convey surprise (Delancey, 1997), thereby telling the audience

what we expected, but also what we pay attention to. Essentially, every statement about the

world conveys meta-information about what the speaker finds newsworthy in the first place.

On a basic level, also the role of attention or memory could be studied with our setup, for

example by using neural network agents with attention mechanisms (Chaudhari et al., 2021) or

external memory (Graves et al., 2016). In general, due to the versatility of both deep learning

architectures and communication games, their combination forms an excellent testbed for

various language-related interface problems.

Our experiments go beyond analyzing effects on emergent communication. They also account

for the reverse direction, i.e. how language shapes other domains. Such Whorfian effects are

widespread; apart from visual perception they have, for example, been observed in motion,

spatial relations, number, and false belief understanding (Wolff & Holmes, 2011). In fact, it

seems likely that all interfaces between cognition and language are mutually adapted towards

optimal interaction in the environments we face (Jablonka et al., 2012), such that language can

guide the acquisition of cognitive representations from experience, and in turn, can be used to

structure and exchange these experiences (Perlovsky, 2009). In a neural network agent, linguistic

feedback can be backpropagated into any module that may be considered adaptive to language

use. As illustrated by our analyses, language emergence games can address adaptions within

and across generations. Future research could use the presented framework to improve our

understanding of language in relation to general cognition, from its origins to its cultural and

potentially genetic evolution.

Data availability

Materials and code are publicly available at the Open Science Framework (OSF): https://osf.io/

qu4xp/.

https://osf.io/qu4xp/
https://osf.io/qu4xp/
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C Appendix

C.1 Entropy analysis between target objects, messages and selections

The schema for a three-way information-theoretic analysis of the relation between target objects

𝑂, messages 𝑀, and selected objects 𝑆, is depicted in Fig 4.11. Quantifying all terms requires

generalized definitions of (conditional) mutual information and conditional entropy for three

random variables. The mutual information between three variables, also known as interaction

information, is defined as

𝐼(𝑋,𝑌, 𝑍) = 𝐼(𝑋,𝑌) − 𝐼(𝑋,𝑌 | 𝑍) ,

where the conditional mutual information is the expected mutual information between X and Y

given Z:

𝐼(𝑋,𝑌 | 𝑍) =
∑︂
𝑧∈𝑍

∑︂
𝑦∈𝑌

∑︂
𝑥∈𝑋

𝑝(𝑥, 𝑦, 𝑧) log

𝑝(𝑧)𝑝(𝑥, 𝑦, 𝑧)
𝑝(𝑥, 𝑧)𝑝(𝑦, 𝑧) .

The conditional entropy of 𝑋 given 𝑌 and 𝑍 quantifies the amount of uncertainty that remains

about 𝑋 when knowing 𝑌 and 𝑍

𝐻(𝑋 | 𝑌, 𝑍) = −
∑︂

𝑧∈𝑍, 𝑦∈𝑌, 𝑥∈𝑋
𝑝(𝑥, 𝑦, 𝑧) log

𝑝(𝑥, 𝑦, 𝑧)
𝑝(𝑦, 𝑧) .

Our analyses show that the mutual information between objects and selections given messages is

approximately zero in all experiments, 𝐼(𝑂, 𝑆 | 𝑀) ≈ 0. In other words, the shared information

between target and selection is fully predicted by the messages. The symmetry between sender

(objects-messages) and receiver (messages-selections) analysis can also be identified in this

more general framework in terms of the following relationships: 𝐻(𝑂 | 𝑀, 𝑆) ≈ 𝐻(𝑆 | 𝑂, 𝑀)
and 𝐼(𝑂, 𝑀 | 𝑆) ≈ 𝐼(𝑀, 𝑆 | 𝑂).
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Figure 4.11: Schema of the information in the target objects, 𝑂, the corresponding messages, 𝑀, and objects selected

by the receiver, 𝑆. 𝐻 denotes entropy and 𝐼 mutual information. Note, the schema is not an actual set-theoretic

representation and serves illustrative purposes only.

C.2 T-SNE plots of the visual object representations

Figure 4.12: Two-dimensional t-SNE plots of the visual object representations in the penultimate CNN layer for each

pretraining condition. The four color and scale values are given by the four marker colors and marker sizes, while

the following mapping from object shape to marker shape is used: (cube, sphere, cylinder, ellipsoid)→ (square,

circle, square cap (⊓), rhombus (♦)). t-SNE embeddings were calculated on a data subset of 100 random examples

per class (6400 data points) using a perplexity of 100, and 2000 iterations. Plotted are the embeddings for 5 random

examples per class. In the default and color conditions, clusters form around color values, in the shape condition

around shape values, and in the scale condition around scale values. The complex similarity relationships in the all

condition do not fall into clear clusters in two dimensions.



C Appendix 133

C.3 Representational similarities between object classes

Figure 4.13: Pairwise cosine similarities between object classes in the penultimate CNN layer for each pretraining

condition. Average cosine similarities were calculated from 50 random examples per class. Object attributes are

structured periodically in the data set. For object class 𝑐, color is determined by (𝑐 − 1) mod 16, scale by

(︁
(𝑐 − 1)

mod 16

)︁
//4, and shape by 𝑐 − 1 mod 4, where mod is the modulo operator, and // division without remainder.

These periodic patterns are reflected in the similarity matrices. However, the patterns are not perfect as similarities

are still influenced by the input topology and not entirely determined by the label distribution.

C.4 Increasing vocabulary size and number of distractors

Fig 4.14 shows the effectiveness scores for different vocabulary sizes and numbers of distractors

across ten runs per condition. For |𝑉 | = 4 (top row) increasing the number of distractors does

not increase effectiveness. Given this limited vocabulary size, the communicative content does

not improve when more distractors are used. Increasing the vocabulary size to |𝑉 | = 8 or

|𝑉 | = 12 (center and bottom rows) makes the task easier and allows the agents to find better

protocols, which is reflected in higher effectiveness scores (and test rewards, not shown here).

Increasing the number of distractors in addition to the vocabulary size (right column) can

further increase the average effectiveness for some conditions. Although average effectiveness

increases with a larger vocabulary size in the default condition, average effectiveness in the all

condition is still significantly higher for vocab size |𝑉 | = 8 and |𝑉 | = 12 and either number of

distractors (lower bounds of bootstrapped 95% CIs for differences in means > 0.020); and so are

the test rewards (not shown here). So, also when nudged to communicate more information

about each attribute, all agents develop better protocols than default agents.
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Figure 4.14: Effectiveness per attribute for different vocabulary sizes (|𝑉 | ∈ {4, 8, 12}), and different numbers of

distractors (𝑘 ∈ {2, 8}). Sender-receiver pairs with the same bias play the reference game, and only the language

module weights are trained. The bars are labeled with the attribute 𝑎 used for calculating 𝐸(𝑂𝑎 |𝑀), with attributes

enforced via label smoothing in dark gray. We report means and bootstrapped 95% CIs calculated from ten runs

each.

C.5 Performance of biased-default agent combinations

Table 4.3: Performance of biased-default agent combinations when only the language modules are trained. Shown are

training rewards, test rewards, and average effectiveness across attributes for sender-receiver (S-R) pairs consisting

of one biased and one default agent. Reported are means and bootstrapped 95% CIs of twenty runs per condition.

The best values across conditions are highlighted.

color scale shape all

𝑆 biased,

𝑅 default

train reward 0.919 ± 0.008 0.914 ± 0.009 0.944 ± 0.006 0.951 ± 0.005

test reward 0.922 ± 0.008 0.917 ± 0.009 0.947 ± 0.006 0.954 ± 0.005

𝐸(𝑂𝑎 , 𝑀) 0.594 ± 0.015 0.584 ± 0.017 0.656 ± 0.019 0.688 ± 0.015

𝑅 biased,

𝑆 default

train reward 0.945 ± 0.013 0.959 ± 0.003 0.965 ± 0.005 0.960 ± 0.003

test reward 0.947 ± 0.014 0.962 ± 0.003 0.966 ± 0.005 0.961 ± 0.004

𝐸(𝑂𝑎 , 𝑀) 0.666 ± 0.020 0.706 ± 0.015 0.742 ± 0.015 0.689 ± 0.014
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C.6 Performance in language learning and language emergence

Figure 4.15: Performance on the language learning and language emergence task, when language and vision modules

are trained. Shown are boxplots of training and test rewards in the language learning and language emergence

scenarios, when studying the influence of differences in language on perception. The plots are generated from the

results across ten runs each for communication partners with different perceptual biases (color-coded), always in

combination with a default agent. In the language learning scenario, the sender (vision and language module) is

fixed and we study the effects on the default receiver, that is learning the language. In the language emergence

scenario, we consider the two cases that a default receiver is paired with different senders, and that a default sender

is paired with different receivers.

C.7 Control simulations without classification loss

In these control simulations, we study the influence of language on perception when the

agents are trained on the reference game but not the classification task. We rerun the original

simulations without classification loss for the default, all, and scale condition. The latter serves

as a representative of the single-attribute bias conditions. The classification loss stabilizes training

and allows for a higher learning rate. Without the classification loss, we reduce the learning

rate to 0.0001 and increase the number of epochs to 50 in the language learning scenario and

250 in the language emergence scenario. Apart from that, we use the original hyperparameters

and training procedure. The average test rewards for the language learning scenario lie between

0.921–0.967 and for the language emergence scenarios between 0.905–0.937.

Fig. 4.16 (top row) shows the visual biases of the default agent after training, for communication

partners with different visual biases (color-coded). Overall the resulting biases show the same

patterns as in the original simulations (see Fig. 4.7). We can confirm the main finding that

language influences perception. If the default agent communicates with a biased agent (e.g.

scale), the bias of the communication partner leads to an increase in the RSA score of the

corresponding attribute (scale).
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Figure 4.16: Influence of linguistic biases on perception. Shown are the effects of language learning and language

emergence on a default agent, when paired with agents of different visual bias conditions. The left column covers

the language learning scenario with a default receiver, the central column the language emergence scenario with a

default receiver, and the right column the language emergence scenario with a default sender. In the language

learning scenario, the sender’s weights (and therefore also the language) are entirely fixed. In the language emergence

scenario, both agents are trained and the language emerges. The visual bias of the communication partner is shown

on the 𝑥-axis. The top row shows the RSA scores between the default agent’s visual representations and each object

attribute—indicated by the bar label (co: color, sc: scale, sh: shape)—after training. The bottom row shows the RSA

scores between the visual representations of the default agent and those of its communication partner before (light

gray) and after (dark gray) training. Reported are means and bootstrapped 95% CIs of ten runs each.

Comparing the two figures, the classification loss seems to have a moderating effect on the

visual representations. Without classification, the linguistic biases are more strongly reflected in

the visual biases. In the language learning scenario, this effect can be observed for the default

sender (color bias) and the scale sender. The RSA scores for the biased attribute increase while

the other RSA scores decrease. In the language emergence scenario, this effect can be observed

from an increase in 𝑅𝑆𝐴𝑐𝑜𝑙𝑜𝑟 in most conditions. One could assume that the agents start out with

a strong color bias (default agents) and keep that bias because the effect of communication is

weaker without classification. However, the language learning scenario shows that this is not the

case. Rather, it seems that all agents increasingly focus on color information. The color bias must

stem from the input representation or the CNN architecture and not the classification objective.

Without classification, the induced biases can revert to a color bias, which then dominates the

conversation and as a result also the changes in visual representations. For example, the color

bias becomes more prominent in interactions between default and all agents. At the same

time, 𝑅𝑆𝐴𝑠ℎ𝑎𝑝𝑒 decreases across simulations, as shape information is no longer enforced by the

classification task and is not the focus of the default or scale agent. While shape information

does originally play a role for the all agent, it is mostly overwritten by color information in

the language emergence process. In conclusion, the classification loss constrains the visual

representations to also capture differences between the values of attributes that do not conform

to the linguistic bias.

As the agents discriminate between fewer objects in communication than in classification

(communication is less optimal than classification), the visual representations contain less
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information if they only serve communication. Therefore, an increase in the overall 𝑅𝑆𝐴 scores

after training can only be observed if training on the classification task continues.

C.8 Grid search for mixed-bias agents

We conducted a grid search to generate comparable mixed-bias agents. We pretrained CNNs

enforcing always two attributes: color and scale, color and shape, or scale and shape. The

goal of our search was to identify a network for each condition, such that 1) biases for

enforced attributes are strong, 2) biases for enforced attributes are approximately equally

strong within and across networks, 3) biases for not enforced attributes are approximately zero,

and 4) achieved training accuracies are reasonably high. For the grid search we varied the

smoothing factor 𝜎 ∈ {0.6, 0.7, 0.8}, and used different weightings between the two enforced

biases 𝑤 ∈ {[0.05, 0.95], [0.10, 0.90], [0.15, 0.85], . . . , [0.85, 0.15], [0.90, 0.10], [0.95, 0.05]}. We

selected a network for each condition (see Table 4.4), by optimizing the first three criteria under

the constraint of a minimum training accuracy of 0.97. For each condition, the smoothing factor

0.8 yielded the best network. The weighting parameters show that to obtain these results one

must counterbalance the networks’ inherent color bias, by using weaker enforcement for color

than the other attribute. Biases for enforced attributes lie around 0.45, and biases for other

attributes around 0.00.

Table 4.4: Results of the grid search across mixed-bias networks. Each row shows parameters (smoothing factor 𝜎
and weighting 𝑤), test rewards (test 𝑟), and visual biases measured as RSA scores between network representations

and attribute templates (𝑅𝑆𝐴𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 ).

condition 𝜎 𝑤 test 𝑟 𝑅𝑆𝐴𝑐𝑜𝑙𝑜𝑟 𝑅𝑆𝐴𝑠𝑐𝑎𝑙𝑒 𝑅𝑆𝐴𝑠ℎ𝑎𝑝𝑒

color-scale 0.8 [0.30, 0.70] 0.996 0.444 0.483 0.000

color-shape 0.8 [0.35, 0.75] 1.000 0.458 -0.002 0.435

scale-shape 0.8 [0.75, 0.25] 0.974 -0.001 0.464 0.430

Simply using a fixed smoothing factor (e.g. 𝜎 = 0.6) and enforcing both relevant traits with equal

weight yields the same qualitative but weaker quantitative results in the evolutionary analysis,

compared to using the networks obtained from the grid search. Quantitative differences arise

due to systematic (inherent color preference) and unsystematic (random seed) imbalances

between network biases. For example, in a game where color and shape are relevant, color-shape

agents should achieve particularly high rewards. But if a color-shape agent has a very strong

color but weak shape bias, and a scale-shape agent has a comparatively stronger shape bias,

combining the two agents may result in similarly high rewards. The grid search allows us to

eliminate such confounding effects.



138 4 Case study 3: Interactions between language and perception

C.9 Control experiments varying task-relevant attributes

Figure 4.17: Examples of sender and receiver inputs for different relevance conditions. Always two of the attributes

color, scale, and shape are relevant, i.e. one attribute is not relevant. For the irrelevant attribute, sender and receiver

target may have different values. Shown are example inputs for each variant: color irrelevant (top row), scale

irrelevant (middle row), and shape irrelevant (bottom row). The receiver target for each condition is marked by a

black box.
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C.10 Effectiveness scores for the mixed-bias simulations

Figure 4.18: Linguistic biases for the mixed-bias control simulations. Shown are the effectiveness scores per attribute

when combining a sender and a receiver with the same mixed bias. The agents’ bias is given on the x-axis, the score

on the y-axis, and the attribute for which the score is calculated is indicated by the bar labels. Bars of enforced

attributes are dark gray. Results are shown for the three different relevance conditions: (A) color irrelevant, (B)

scale irrelevant, (C) shape irrelevant. We report means and bootstrapped 95% CIs of twenty runs each. Again, the

differences in visual perception systematically influence the emerging language. The scores further show that only

visual biases for task-relevant attributes are reflected in the language.

C.11 Extension to two senders and two receivers

We test whether our results from the 2-agent setup generalize to a 4-agent setup with two

senders and two receivers. We run simulations for the default, all, and scale condition. The

latter serves as a representative of the single-attribute bias conditions. The two senders always

have the same perceptual bias, and so do the receivers. In general, we use the same architectures,

hyperparameters, and training regime as in the original simulations, with the exception that

for each batch a sender and a receiver are randomly selected for training. Because convergence

speed decreases with the number of agents, we extend the training time to 250 epochs. We rerun

each of the three analyses: (i) influence of perception on language, (ii) influence of language

on perception, and (iii) evolutionary analysis. The reported values for senders/receivers are

obtained by averaging across the two senders/receivers, and the reported values for sender-

receiver pairs are obtained by averaging across all sender-receiver pairs. The results for four

agents are qualitatively identical to the results with two agents. Hence, we refer the reader to

the Results section in the main text for explanations.

(i) For the agents’ performance on the test set, please refer to analysis (iii). The effectiveness

scores are shown in Fig 4.19, which corresponds to Fig 4.6 of the 2-agent simulations.
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Figure 4.19: Effectiveness per attribute for different combinations of two senders and two receivers. Pairings are

(A) senders and receivers with the same perceptual bias, (B) biased senders and default receivers, and (C) biased

receivers and default senders. The 𝑥-axis shows the agents’ perceptual biases. The bars are labeled with the attribute

𝑎 used for calculating 𝐸(𝑂𝑎 | 𝑀), with attributes enforced via label smoothing in dark gray. We report means and

bootstrapped 95% CIs of ten runs each.

(ii) The language learning scenario does not apply to the 4-agent simulations because it tests

the effects of learning a specific language on an individual. Hence, results are reduced to the

language emergence scenario. The agents achieve average rewards between 0.927 and 0.966 on

the test set. The attribute-wise RSA scores are shown in Fig 4.20, which corresponds to Fig 4.7

of the 2-agent simulations. In analogy to Fig 4.8, we calculate the difference in general RSA

scores before and after training. The RSA score of the default receiver improves from 0.439

before training to 0.553 (default sender), 0.556 (scale sender), and 0.595 (all sender). The RSA

scores of the default sender improves from 0.439 before training to 0.574 (default receiver),

0.600 (scale receiver), and 0.604 (all receiver).
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Figure 4.20: Influence of linguistic biases on perception. Shown are the effects of language emergence on the default

receivers when paired with biased senders (left column) and the effects on the default senders when paired with

biased receivers (right column). Shown are the effects of language emergence on the default receivers when paired

with biased senders (left column) and the effects on the default senders when paired with biased receivers (right

column). The visual bias of the communication partner is shown on the 𝑥-axis. The top row shows the RSA scores

between the default agents’ visual representations and each object attribute—indicated by the bar label—after

training. The bottom row shows the RSA scores between the visual representations of the default agent and those of

its communication partner before (light gray) and after (dark gray) training. Reported are means and bootstrapped

95% CIs of ten runs each.

(iii) The payoff matrix for different agent combinations is shown in Fig 4.21, which corresponds

to Fig 4.9.A of the 2-agent simulations. Again, the general patterns are comparable. Also in the

4-agent case, pairwise comparisons between the CIs in each matrix column reveal that only the

evolutionary stability of the all bias is significant.

Figure 4.21: Mean reward on the test set for two senders and two receivers of different bias types communicating

with each other. For each sender-receiver combination, we ran ten simulations. To obtain the average reward for

agents of bias type 𝑡′ communicating with agents of bias type 𝑡, we average the rewards of the combinations

𝑡′-sender/𝑡-receiver and 𝑡-sender/𝑡′-receiver, hence the matrices are symmetric. Results are shown for the basic

reference game where all attributes (color, scale, shape) are relevant.

In sum, across analyses, the findings from simulations with two agents generalize to simulations

with four agents.
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C.12 Extension to flexible-role agents

We test whether our results generalize from fixed-role agents to flexible-role agents. We run

simulations for the default, all, and scale condition. The latter serves as a representative of

the single-attribute bias conditions. The sender and the receiver in the original simulations

have the same architecture, apart from an additional dense layer in the sender model. Our

flexible-role agent therefore uses the same model architecture as the sender. If it is used as a

receiver, the additional layer remains unused, and the hidden state of the language module is

initialized with a zero vector. The vision module is always used to process the input image(s)

and the language module is either used to generate or to interpret a message, depending on

the current task of the agent. Note, that this setup does not guarantee that both agents will

converge to sending the same messages, and to the best of our knowledge there is no trivial

way to enforce such behavior. We use the same hyperparameters and training regime as in

the original simulations, with the exception that for each batch one of the agents is randomly

assigned the role of sender and the other agent the role of receiver. We rerun each of the three

analyses: (i) influence of perception on language, (ii) influence of language on perception, (iii)

evolutionary analysis. Across all analyses, simulations with flexible-role agents yield the same

results as simulations with fixed-role agents. Hence, we refer the reader to the Results section in

the main text for explanations.

(i) For the agents’ performance on the test set, please refer to analysis (iii). The effectiveness

scores are shown in Fig 4.22, which corresponds to Fig 4.6 of the fixed-role agent simulations.

In part A, the effectiveness scores are averaged across both (biased) agents for each run. Parts B

and C show the results for the combination of one biased and one default agent. As mentioned

above, the agents do not necessarily speak the same language, hence we analyze the effectiveness

scores for the biased agent (B) and the default agent (C) separately. The effectiveness scores for

the scale-default combinations show that the biases of both agents are reflected in the protocol

(color bias for the default agent and scale bias for the scale agent).
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Figure 4.22: Effectiveness per attribute for different pairings of flexible-role agents. Pairings are (A) two agents with

the same perceptual bias and (B)+(C) one biased agent and one default agent. (B) shows the effectiveness scores

for the biased agent and (C) the effectiveness scores for the default agent in that mixed combination. The x-axis

indicates the bias (of the biased agent or both agents). The bars are labeled with the attribute 𝑎 used for calculating

𝐸(𝑂𝑎 | 𝑀), with attributes enforced via label smoothing in dark gray. We report means and bootstrapped 95% CIs

of ten runs each.

(ii) In the language learning scenario, the flexible-role agent corresponds to the receiver in

a fixed-role simulation. Hence, we will only consider the language emergence scenario. The

agents achieve average rewards between 0.955 and 0.967 on the test set. The attribute-wise RSA

scores are shown in Fig 4.23, which corresponds to Fig 4.7 of the fixed-role agent simulations. In

analogy to Fig 4.8, we calculate the difference in general RSA scores before and after training. The

RSA score of the default agent improves from 0.439 before training to 0.536 (default partner),

0.569 (scale partner), and 0.572 (all partner).

Figure 4.23: Influence of linguistic biases on perception. Shown are the effects of language emergence on a default

agent, when paired with agents of different visual bias conditions. The visual bias of the communication partner is

shown on the 𝑥-axis. The top row shows the RSA scores between the default agent’s visual representations and

each object attribute—indicated by the bar label—after training. The bottom row shows the RSA scores between the

visual representations of the default agent and those of its communication partner before (light gray) and after

(dark gray) training. Reported are means and bootstrapped 95% CIs of ten runs each.
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(iii) Fig 4.24 shows the test rewards for different combinations of flexible-role agents, which

corresponds to Fig 4.9.A of the fixed-role agent simulations. The rewards achieved by the

flexible-role agents are slightly lower than those of their fixed-role counterparts. The game

is already symmetric, so no additional calculations are necessary to perform a stable state

analysis. Only the all bias is evolutionary stable, and this stability is significant as determined

by pairwise comparisons of the CIs in the third matrix column.

Figure 4.24: Mean reward on the test set for different combinations of two flexible-role agents. We ran 10 simulations

for each combination.

In sum, across analyses, the findings from simulations with fixed-role agents generalize to

simulations with flexible-role agents.
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5.1 Summary of the main contributions

The three case studies demonstrate how grounded and functional aspects of language can be

studied with (deep) neural networks. An important contribution of this work lies in proposing

computational mechanisms for achieving that. In case study 1, we changed the standard

architecture of an associative learning model to incorporate pragmatic inference. In case study 2,

we designed an alternative to the classical reference game to capture the effects of contextualized

reference. In case study 3, we developed a new method to manipulate learned neural network

representations to study how differences in representations and communication influence each

other.

Case study 1 integrates a pragmatic reasoning mechanism into an associative word learning

model, which can be parameterized by lexicon entries or ANN weights. Combining associative

learning with pragmatic inference reconciles the two theories of word learning as hypothesis

testing and word learning as associative learning. In addition, it provides a natural framework

for accommodating different time scales of word learning. The associative component simulates

the slow, incremental process by which word-meaning associations come to be stored in the

lexicon. The pragmatic component simulates the online process of inferring the meaning of a

word in a given context.

Case study 2 demonstrates how agents can learn to refer to an object at different levels of

specificity by taking into account other objects present in the context. Our hierarchical reference
game provides the sender with information about contextual relevance. Our results show that

the agents use that information to meet the Maxim of Quantity when referring to an object. They

corroborate empirical evidence that the structure of conceptual hierarchies will be reflected

in language if it is relevant for communication (Hawkins et al., 2018). In addition, the project

highlights the importance of varying the input data in language emergence games, as differences

in complexity may lead to differences in communication (cf. Chaabouni et al., 2020a).

Case study 3 establishes the use of DNNs to study the status of labels in cognition. It thereby

combines approaches from neuroscience, where DNNs are used to study the visual system,

and from evolutionary linguistics and AI, where DNNs are used to study the emergence and

evolution of language. The relationship between language and perception has been studied in

ANN simulations before (e.g., Lupyan, 2012a), however, deep learning allows us to increase the

complexity of the simulations and work with image inputs rather than hand-crafted feature

vectors.

Finally, all three case studies make concrete suggestions for improving language learning and

communication in ANNs. Case study 1 shows that RSA-like pragmatic reasoning may speed up
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(word) learning via the ME bias. Case study 2 shows how artificial agents can learn to choose

referential expressions at different levels of specificity. Case study 3 shows that de-biasing visual

representations can lead to more successful communication but also that communication can

improve visual representations of task-relevant properties. Together, the case studies point out

directions for building models of language that take into account the physical and social context

of linguistic experience—going beyond supervised learning from text corpora.

5.2 Critical evaluation of our models as models of cognition

The use of ANNs as models of cognition is debated (Cichy & Kaiser, 2019; Griffiths et al.,

2010; Kriegeskorte, 2015; Lake et al., 2017; Marcus, 2018; McClelland et al., 2010). There are

important differences between how humans and ANNs learn a task. Most prominently, ANNs

are notoriously data-hungry whereas humans can learn from a few examples (Lake et al., 2017).

The latter is related to the fact that ANNs start out as blank slates whereas humans start out

with useful learning mechanisms and constraints that have developed throughout evolution.

The use of deep neural networks is viewed particularly critically as these are general problem

solvers developed for engineering purposes only. DNNs can be fooled in unintuitive ways

(Szegedy et al., 2014), and because they comprise a huge number of parameters it is difficult to

understand their decisions (Kay, 2017; Marcus, 2018). Below, I will present some main differences

between artificial and biological neural networks, argue why ANNs may still be valuable tools

for understanding cognition, and discuss what we can learn about cognition from the case

studies presented in this thesis.

5.2.1 Differences between artificial and biological neural networks

While originally inspired by biological neuronal networks, ANNs are significantly different in

algorithm and architecture, as well as computational ability (for an overview, see Clay, 2022,

Chapter 3). In terms of architecture, artificial neurons are an extreme simplification of biological

neurons and lack most of their dynamics (Cichy & Kaiser, 2019). Moreover, the neurons in ANNs

are highly homogeneous while biological neurons are very heterogeneous in their structure and

the way they encode information (Koch & Laurent, 1999). Further simplifications include the

lack of bypass connections in feedforward architectures, the lack of feedback and local recurrent

connections, the standard types of activation functions (e.g. the rectified linear activation

function), the continuous rather than spiking activations, and many more (Kietzmann, McClure,

et al., 2019). Concerning the learning algorithm, backpropagation of errors as it is implemented

in ANNs does not seem to happen in the brain (Crick, 1989) but it has been proposed that

feedback connections induce neural activities that can be used to locally approximate the error

signal that is generated in backpropagation (Lillicrap et al., 2020). Much work is being done

to increase the similarity between artificial and biological neural networks, for example by

adding recurrent connections (e.g., Kietzmann, Spoerer, et al., 2019; Spoerer et al., 2017) or
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training on ecologically more valid data sets (Mehrer et al., 2021). At the same time, proponents

of deep learning in computational neuroscience point out that abstraction and simplification

are desirable and essential to any modeling approach (e.g., Kietzmann, McClure, et al., 2019;

Kriegeskorte, 2015).

In terms of computational ability, there are several indicators that ANNs have different learning

strategies and learning outcomes than biological neuronal networks. One prominent example

is adversarial attacks. Szegedy et al. (2014) identified minimal image perturbations leading

to misclassification in DNNs. It turned out that imperceptible perturbations could cause the

networks to fail and that these so-called “adversarial examples” generalized to other network

instances trained on the same data set as well as networks trained on other data sets. This

behavior may be related to the fact that DNNs—unlike humans—rely more on surface texture

than object shape when classifying objects (Geirhos et al., 2019). Moreover, ANNs often require

large amounts of training data for learning a task (Sun et al., 2017) that humans can learn from

a few examples. They also have difficulties learning from data sets that change over time, for

example in continuous learning problems or multi-task settings, as the new incoming data can

make the network overwrite previously learned weights, leading to catastrophic forgetting (see

Section 1.3.3). A lot of these problems seem to arise because ANNs are commonly trained in

a supervised manner on a certain type of input data (images, text, etc.) that comes without

the richness and context of real-world experience. The networks become experts at pattern

recognition but lack a human understanding of the data they are trained on.

As a consequence, Lake et al. (2017) have argued that models of cognition and intelligent behavior

must go beyond supervised learning and pattern recognition: First, intelligent machines require

causal models of the world, i.e. an understanding of the causes and effects of certain events.

Second, they require capacities for intuitive physics and intuitive psychology—which are

essentially also causal models. These capacities allow the system to understand the behavior of

objects and other agents in the world. Third, to rapidly acquire and generalize knowledge to

new tasks, they need to understand the compositional structure underlying their experiences

and build up prior knowledge and inductive biases from them.

5.2.2 Predictive, explanatory, and exploratory value of ANN models

Despite the many differences between artificial and biological neural networks, ANNs have

been extensively investigated as models of human brain representations and human behavior

in cognitive tasks. In some cases, this endeavor has been very successful. Among others, CNNs

have been established as state-of-the-art models of neural activity in the visual cortex and

human behavior in visual tasks. They can spatially and temporally predict neural activations

that are elicited in the visual cortex when viewing images of objects (Cichy et al., 2016; Güçlü &

van Gerven, 2015; Khaligh-Razavi & Kriegeskorte, 2014). Further, they have been successful in

predicting judgments of object similarity (Jozwik et al., 2017; Peterson et al., 2018), category

typicality (Lake et al., 2015), object memorability (Dubey et al., 2015), and shape sensitivity
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(Kubilius et al., 2016). Transformers also seem promising as models of human vision. Recent work

suggests that, compared to CNNs, their errors might be more consistent with those of humans

in visual tasks (Tuli et al., 2021). Besides, DNNs in the form of language models are increasingly

being explored as models of human language processing. A systematic comparison between

various state-of-the-art language models and brain recordings as well as behavioral signatures

from language comprehension tasks demonstrated that the most powerful transformer models

can predict human neural and behavioral responses with high accuracy, for some tasks even

up to the noise ceiling (Schrimpf et al., 2021). So, even though DNNs may be biologically

implausible and lack important principles of human cognition, they can accurately predict

neural and behavioral responses for some cognitive tasks.

The question of what we can learn about cognition from building DNNs that can predict brain

activations or behavioral responses remains, though. I am sympathetic to the view that DNNs

are valuable tools for understanding cognition. To illustrate this point of view, I will rely on the

terminology developed by Cichy and Kaiser (2019), who argued for the use of DNNs as scientific

models. According to the authors, DNNs have predictive, explanatory, and exploratory power.

Predictive power means that DNNs are useful to study cognition because they can predict brain

activations or behavioral responses, even without helping us to understand or explain these

predictions. For instance, if we know that a DNN can predict human similarity judgments for

certain stimuli, we can build new experiments that rely on such perceived similarities without

having to collect them. Furthermore, comparing different models in terms of their predictive

power may help researchers break down which model components are important to cause

certain behaviors. DNNs are often criticized as unsuitable for explanation because the role of

their parameters is not determined a priori and it is unclear how these parameters map onto the

world. According to the authors, DNNs are for multiple reasons still able to provide scientific

explanations. First, their explanation can be considered functional. The behavior of a certain

model unit is not explained by identifying a real-world counterpart but rather by understanding

its function in a given task. Second, one can consider the model and training setup (training

data, architecture, objective, ...) to be meaningful and interpretable parameters. Third, it may be

that with more and better techniques for analyzing and visualizing DNN behavior, a mapping

between their parameters and the real world can be established. Exploratory power means that

analyzing information processing in DNNs may inspire new hypotheses about information

processing in the brain. DNNs have exploratory power partly because they are different from

the brain. Conducting a proof-of-principle demonstration of a certain phenomenon with a

DNN can motivate further inquiry into whether aspects that are different in biological neural

networks play a role in the explanation of this phenomenon in humans or whether it arises

based on general learning principles implemented in both types of networks. In sum, even

without increasing the biological plausibility of DNNs—which is an exciting and worthwhile

research program—they can be useful models of cognition.
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5.2.3 Insights from the case studies

To begin with, some of the criticism passed on ANNs does not apply to the communication game

setups of the case studies. On the contrary, the interactive and grounded learning environments

directly try to address the issue that ANNs mostly perform pattern recognition without a deeper

understanding of objects and other agents in real-world interactions. Of course, there is still a

lot of room for improvement, especially in terms of the complexity of the environment and the

kinds of interactions afforded by the agents (see Section 5.4). Below, the contribution of each

case study will be analyzed critically using the framework proposed by Cichy and Kaiser.

In case study 1, word learning is studied in pragmatic agents. Endowing artificial agents

with pragmatic reasoning is an important step toward building intelligent artificial agents. In

particular, pragmatic reasoning can be seen as a model of intuitive psychology helping the

agents to choose and interpret utterances in context. The DNN implementation is a proof of

concept that pragmatic reasoning can lead to an ME bias in DNNs. Its predictions are cognitively

implausible, though: The literal listener displays an ME bias as well, and if objects are presented

as negative examples the network displays an anti-ME bias. These behaviors arise because some

modeling issues—especially how to constrain the embeddings of novel words and objects—have

not been solved yet. The lexicon-based models are better suited to model actual word learning

than the DNN implementation. We tested different lexicon-based models by simulating the ME

bias across time and under various conditions. An evaluation against knowledge about human

word learning helped us to narrow down the computational processes of lexicon formation

and pragmatic reasoning potentially taking place therein. Hence, the lexicon-based models

demonstrate the explanatory potential of (in this case shallow) ANNs.

Case study 2 focuses on the emergence of hierarchical referring expressions in a simple and

hand-crafted setup. The cognitive processes of how the input is perceived and how relevant

attributes are determined are not modeled but instead hard-coded in the input vectors. Still, the

model makes interesting predictions and illustrates that DNNs have exploratory power. First,

it predicts that consistent use of the same expression for an abstract concept emerges if many

objects can be described by this expression. Second, it predicts that the emergence of hierarchical

and (partly) compositional referring expressions go hand in hand. These predictions could be

tested in empirical studies.

Case study 3 proposes to combine the two research projects of studying visual perception and

the evolution of language with DNNs. The model is highly simplified and constitutes only a

first step in this direction. The vision module is implemented as a CNN with two convolutional

layers and there are only 64 artificial objects in the world. The model predicts patterns of

mutual influence between visual perception and language emergence. Some empirical findings

match these predictions but others are unexplained. For example, in our model, changes in

visual perception are acquired incrementally over time and remain constant without further

learning experiences. In actuality, though, the influence of language on perception is dynamic,

online, and task-dependent (e.g., Lupyan et al., 2020; Regier & Xu, 2017). Hence, the model is
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mostly exploratory: It suggests that some phenomena, like categorical perception, can arise

from general learning principles found in both artificial and biological neural networks while

additional (brain-inspired) mechanisms must be implemented to account for the variable nature

of Whorfian effects. However, the proposed framework of combining communication games

with DNNs to study language-related interface phenomena in cognition has the potential for

becoming predictive and explanatory of these phenomena. I envision a cyclic process in future

work: changes to the model lead to better predictions of empirical results, which in turn inform

changes to the model.

5.3 Communication games and neural networks: mix and match

In part, the presented work aims to establish communication games between DNN agents

as a test bed for cognitive language-related phenomena. Communication games and DNN

architectures—together with the choice of input and output representations—are highly versatile.

As a result, combining the two methodologies creates enormous modeling flexibility. The three

case studies nicely illustrate this adaptive “mix-and-match” character.

Communication games can be used to study horizontal (within-generation) and vertical (across-

generation) interactions. For example, case study 2 simulates the emergence of language in

horizontal interactions. Case study 1, in contrast, simulates language learning, so vertical

transmission from one generation to the next. Similarly, cultural evolution can be modeled with

repeated language learning simulations spanning multiple generations (e.g., Kirby, 2002b). Case

study 3 investigates language emergence, language learning, and language evolution. For the

latter, we apply an ESS analysis to the agents’ payoff matrices. ESS analysis is compatible with

different optimization processes, including cultural and biological evolution. Next to ESS analysis,

also dynamic models of evolution can be applied. In conclusion, the three case studies illustrate

how communication games can be used to zoom in or out on the time scales of language

evolution.

Besides, communication games and ANN architectures can be flexibly adapted to study

specific phenomena. While case study 1 and case study 3 rely on the prototypical reference

game, case study 2 develops the hierarchical reference game which requires communication

of compositional and hierarchical concepts. Case study 2, in turn, relies on standard ANN

architectures, whereas case study 1 integrates a pragmatic reasoning mechanism, and case

study 3 manipulates visual processing. Combinations of these changes are also conceivable.

One could, for example, simulate the emergence of hierarchical reference systems (case study 2)

in pragmatic agents (case study 1) that reason about the optimal level of specificity.

In general, various game setups and ANN architectures are being employed in current research.

The reference game is widely used but has been instantiated very differently. Among others,

variations arise from the use of different input data. For example, Chaabouni et al. (2021) use

color patches as inputs to study the emergence of color-naming systems. Alternatively, the
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reconstruction game is also very popular. In that game, the receiver has to reconstruct the target

object instead of selecting it among a set of distractors (e.g., Chaabouni et al., 2020a). But

also more specialized games have been developed. The fruit and tools game (Bouchacourt &

Baroni, 2019), for instance, was developed to study communication about affordances. One

agent has a fruit, the other agent has different tools, and they have to communicate to identify

the right tool for eating the fruit. In terms of ANNs, different standard architectures are

employed, including CNNs (for image processing) (Lazaridou et al., 2017, e.g., ), MLPs (e.g.,

Lazaridou et al., 2017), different RNN variants (e.g., Chaabouni et al., 2020a), and attention-

based networks (e.g., Inala et al., 2020). But also specialized networks have been developed,

for example SARNet (e.g., Rangwala & Williams, 2020), which includes memory and attention

mechanisms to selectively reason about the value of information received from other agents

while considering past experience. Taken together, different neural network modules can be

combined to construct different architectures which can in turn be combined with different data

sets and communication games, resulting in considerable flexibility.

5.4 Outlook

The agents, the actions they can perform, and the environments in which they learn are very

simple in our experiments. These simple setups offer control and interpretability. In addition,

all case studies modify standard architectures or communication games and the effect of

such modifications is best evaluated without introducing additional, potentially confounding

complexity. Still, it seems plausible that ANNs become more powerful models of cognition

when the discrepancy between real-world and simulated learning environments is reduced.

5.4.1 From toy data sets to natural images and natural language

Working with more realistic input data is one way to reduce this discrepancy. Future work

should extend our experiments to natural images, natural language (where appropriate), and

consequently deeper networks. These experiments are important to investigate whether some

of our results are dependent on the simplified input structure, and how they change under

increasing realism. In both language learning and language emergence simulations, models

have been shown to behave differently when trained on natural images versus symbolic inputs

(e.g., Gulordava et al., 2020; Lazaridou et al., 2018). For example, emergent protocols have

less compositional structure when agents communicate about images instead of disentangled

feature vectors (Lazaridou et al., 2018). A main feature of DNNs is that they can learn from large

and complex data sets. Thus, in principle, nothing stands in the way of using more realistic

data.

Case study 1 started out with simple associative models and then transitioned to a proof-of-

concept DNN implementation. The latter showed the implementation of pragmatic reasoning

on a joint embedding space is not trivial even with idealized input data. Future work needs to



152 5 General Discussion

find plausible and systematic ways of constraining the embedding space before transitioning to

natural images and natural language. In case study 2, the objects in the game were attribute

vectors with well-defined compositional structure and the agents’ knowledge about relevant

aspects of the environment was hard-coded. Proving that hierarchical reference systems emerge

in this very artificial setting has paved the way for future work a) endowing the agents with

pragmatic reasoning abilities and b) studying whether compositional and hierarchical reference

systems also emerge in the case of natural images, which have less obvious structure. In case

study 3, using well-defined and abstract image data had the advantage that we could introduce

systematic variations in perceived object similarity and easily quantify perceptual bias. Using

larger DNNs and data sets will likely not change the main principles of interaction between

language and perception that we discovered in our toy setup. However, such an upgrade

is essential to reach a point where the model can exploit the ability of powerful CNNs and

transformers models to predict human visual and linguistic processing.

5.4.2 From perceiving to embodied agents

A natural next step toward more human-like learning scenarios lies in the use of agents whose

interactions with the environment go beyond communication. This thesis promotes the use of

communication games between DNN agents as a framework for studying interactions between

language and other cognitive processes. While the case studies consider the role of perception,

theory-of-mind reasoning, and reasoning about the context, many other aspects of language

use could be studied in this framework. In particular, the agents in the three case studies are not

embodied and cannot act in their environment apart from producing or interpreting messages.

However, as discussed in Section 1.2, language is grounded in our sensori-motor interaction

with the world. To account for the interactions between language and motor cognition, future

work should study representation learning and emergent communication in situated agents.

In learning about the world through embodied interaction, situated agents can construct rich

pre-linguistic representations from which to generalize. In simulations by Clay et al. (2021), a

situated agent learned stable representations of meaningful concepts without supervision. The

agent encoded concepts relative to their affordances, i.e. relative to the actions that it could

perform. For example, doors in the left visual field were encoded differently from doors in the

right visual field, as different movements are required to pass through these doors. In addition,

the authors discovered that, in contrast to non-embodied models such as classifiers and auto-

encoders, the agent learned sparse representations of its environment. These simulations capture

the relation between concept formation and sensorimotor interaction with the environment and

show how embodied learning simulations can lead to the emergence of more human-like (here:

action-oriented and sparse) representations. Working with situated multi-agent communication

games will be essential for building agents that understand, interact with, and communicate

about objects and more abstract concepts in terms of their affordances.
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Simulations with situated agents and suitable training environments are not accessible in the

same off-the-shelf manner as computer vision models and image data sets. Still, the field of

deep reinforcement learning is developing rapidly and by now various platforms for embodied

AI research exist (Beattie et al., 2016; Chevalier-Boisvert et al., 2019; Johnson et al., 2016; Kempka

et al., 2016; Savva et al., 2019; Wu et al., 2018; Zhu et al., 2017), some of which enable training

of embodied agents in highly efficient (photo-)realistic 3D simulation (e.g., Savva et al., 2019;

Wu et al., 2018; Zhu et al., 2017). At the same time, there is increasing interest in language

learning and language emergence simulations with situated agents (e.g., Chevalier-Boisvert

et al., 2019; Das et al., 2018; Das et al., 2019; Fried, Hu, et al., 2018; Hermann et al., 2017; Hill et al.,

2017; Hill, Clark, et al., 2020; Hill, Lampinen, et al., 2020; Jaques et al., 2018; Kajic et al., 2020;

Mordatch & Abbeel, 2018). Even though most of this research is application-driven, simulations

with embodied agents in these ever more realistic environments could serve as a basis for

modeling human language learning and language use. Aside from maximizing performance,

future work should strive to analyze representation learning, concept formation, and language

understanding in dependence on the agents’ environment, tasks, and interaction possibilities.

5.4.3 From reference to more uses of language

Our simulations never go beyond referential communication. Reference is a good starting point

as it is arguably a core function of language around which more complex functions are organized

(Jackendoff, 1999). Still, there is so much more we can do with language and eventually models

of language learning and language emergence will have to deal with these other use cases.

In modern language emergence research, there has been considerable progress in going beyond

the classical sender-receiver reference game. A large variety of games have been tested involving

for example negotiation (Cao et al., 2018), navigation (Das et al., 2019; Kajic et al., 2020),

communication about affordances (Bouchacourt & Baroni, 2019), and coordination in complex

social dilemma environments (Jaques et al., 2018). In addition, the reference game has been

extended to populations of agents to study community size as a driver of systematicity (Kim &

Oh, 2021; Rita et al., 2022) or contact linguistic phenomena (Harding Graesser et al., 2019); and

it has been combined with cultural transmission to study the emergence of compositionality

(Chaabouni et al., 2020a; Li & Bowling, 2019; Ren et al., 2020). Still, the languages emerging

in these experiments are highly task-specific and far away from the ultimate goal of flexible,

goal-directed language use.

Rich, interactive 3D environments for multi-agent communication simulations have the potential

to create more versatile communicative needs and as a result more flexible language use. To

exploit this potential, asymmetries in information have to arise for multiple ways of interacting

with the world. Maybe one agent has already explored the environment when a new agent joins,

maybe agents move around in different locations with limited visual fields, maybe they need to

coordinate to solve a task quickly, and so on. Referring to objects will only be one component of



154 5 General Discussion

the protocols these agents need to develop. Building environments and tasks that foster these

different types of communicative exchanges is one of the main challenges for future work.

5.5 Conclusion

This thesis embraces a holistic perspective on language. It set out to study grounded and

functional language phenomena with ANNs. Three case studies were presented that illustrate

how communication games and ANNs can be combined and, importantly, modified to investigate

word learning in pragmatic agents, reference at different levels of specificity based on the

context, and interactions between language and perception. They also demonstrate the value of

ANNs as models of cognition by making predictions that either (qualitatively) match human

behavior or by generating new hypotheses that can be evaluated by empirical studies. Although

ANNs are arguably useful scientific models, there are significant differences between how

ANNs and humans learn and solve tasks. The case studies in this work are in line with a

general effort in cognitive science and AI research to bridge this gap. Using communication

games to study grounded and interactive language use is an important step toward artificial

agents that can “understand” the meanings of words. Similarly, taking into account the role

of intentions and context is an important step toward artificial agents that can use language

flexibly in different situations. However, the human language faculty is tightly intertwined with

many other cognitive functions, generating a web of interactions. Even if DNNs are excellent

tools for modeling learning from complex large-scale data sets, it is difficult to imagine how a

human-like understanding and use of language can be realized with out-of-the-box architectures.

I think that significant progress will be made by following current trends toward brain-inspired

DNNs and training in simulated or even real interactive environments.
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D Self-organizing models of word learning

Self-organizing models of word learning rely on the framework of self-organizing maps (SOMs)

in combination with activity-dependent learning algorithms such as Hebbian learning. SOMs

are an unsupervised machine learning technique for learning low-dimensional representations

from high-dimensional input spaces while preserving the original topology (Kohonen, 1997).

In Hebbian learning, correlated activation of connected neurons strengthens their connection

weight (Choe, 2013). Single-layer SOMs have been used to simulate specific aspects of language,

but to account for multiple sources of information (e.g. vision and language) several SOMs are

combined (Li & Zhao, 2013).

One of the earliest implementations of an integrated SOM architecture was DisLex by Miikku-

lainen (1997a). The model combined SOMs for different modalities (orthographic input and

phonological input) with an SOM of semantic concepts, and connections were trained through

Hebbian learning. By applying selective lesions, the model could simulate different language

impairments. Inspired by this work, Li and colleagues proposed two variants of an SOM-based

model of lexical development, DevLex-I (Li et al., 2004) and DevLex-II (Li et al., 2007). DevLex-I
connected a phonological input map and a semantic map to simulate comprehension and

in DevLex-II a phonological output map was added to simulate production. DevLex-II could

account for various empirical word learning patterns, among others the vocabulary spurt and

effects of word frequency and length on the age of acquisition. Later, Mayor and Plunkett (2010)

introduced a self-organizing model with one SOM for visual input (the object) and one SOM for

acoustic input (the word) (see Figure D.1). Here, too, weights between the layers were updated

through Hebbian learning. The model displayed a vocabulary spurt, a taxonomic bias, and fast

mapping. Taken together, these works establish SOMs as successful models of several important

word learning phenomena. Advantages of SOMs are the unsupervised learning process and

arguably biological plausibility (e.g., Li & Zhao, 2013; Li et al., 2007; Miikkulainen, 1997b).
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Figure D.1: Illustration of the self-organizing model by Mayor and Plunkett (2010) (inspired by Figure 1 in the

paper). The visual input consists of a set of random dot images and the linguistic input consists of vector encodings

of acoustic tokens (words). A visual and an auditory SOM are trained separately on the respective type of input.

Then the two input types are presented simultaneously and associative weights between the two maps are learned

according to Hebb’s rule.
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