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Abstract 

Frozen transient imbibition states into two complementary pore models having pore 

diameters of ~380 nm and hydroxyl-terminated inorganic-oxidic pore walls, controlled 

porous glass (CPG) and self-ordered porous alumina (AAO), were imaged by phase-contrast 

X-ray computed tomography (X-ray CT), scanning electron microscopy (SEM) and energy 

dispersive X-ray spectroscopy mapping (EDX). The deployment of phase-contrast X-ray 

CT bring together the advantages of macroscopic averaging methods and microscopy by 

allowing the algorithmic evaluation of three-dimensional reconstructions of imbibition 

morphologies to study characteristic features with characteristic length scales in the range 

from a few tens of μm down to the sub-μm scale, not possible with averaging methods, and 

with high validity, unattainable with microscopy.  

CPG contains continuous spongy-tortuous pore systems. AAO containing arrays of isolated 

straight cylindrical pores is a reference pore model with a tortuosity close to 1. Comparative 

evaluation of the spatiotemporal imbibition front evolution yields important information on 

the pore morphology of a probed tortuous matrix like CPG and on the imbibition 

mechanism. Image analysis methods based on the evaluation of pixel brightness fluctuations 

were developed to determine imbibition front positions and widths by descriptive statistics. 

The retardation of the imbibition front movement with respect to AAO reference samples 

may be used as a descriptor for the geometric tortuosity of a tested porous matrix. The 

velocity of the imbibition front movements in CPG equaled two-thirds of the velocity of the 

imbibition front movements in AAO. Moreover, the dynamics of the imbibition front 

broadening discloses whether porous matrices are dominated by cylindrical neck-like pore 

segments or by nodes. Independent single-meniscus movements in cylindrical AAO pores 

result in faster imbibition front broadening than in CPG, in which a morphology dominated 



 

 

by nodes results in slower cooperative imbibition front movements involving several 

menisci. The results presented here may be relevant to a broad variety of applications 

including printing, adhesive bonding, oil recovery, water filtration, as well as the 

optimization of production and properties of engineering, construction and hybrid materials.    
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1  Introduction 
 

Imbibition of porous scaffolds[1] involves the replacement of a receding fluid, such as air, 

by an invading fluid, such as a polymer. It is of significant relevance to a variety of 

application fields ranging from geophysics[2] to carbon dioxide trapping[3] to inkjet 

printing[4] to dentistry.[5] Furthermore, imbibition underlies the preparation of functional 

nanostructured composite and hybrid materials,[6-8] including optical hybrids,[9-10] solar 

cells[11] and active ingredient depots.[12]  

The simplest imbibition model scenario, the invasion of straight cylindrical pores by fluids 

wetting the pore walls under conditions where gravitation can be neglected, is commonly 

described by a power law: 

𝐿𝑠 = 𝜈 ∙ 𝑡𝑖
𝑛     (Equation 1.1) 

The imbibition length Ls is the length of the segment of a cylindrical pore, which is filled 

by an invading liquid after an elapsed imbibition time ti. The classical Lucas-Washburn 

theory predicts a value of 0.5 for the exponent n of ti. This time scaling is the result from the 

balance of Laplace pressure and an increase in viscous drag behind the imbibition front 

inside the capillary.[13] Deviations from the classical Lucas-Washburn (LW) scenario are 

expected when the capillarity of the liquid, the liquid-solid interaction or the hydraulic 

permeability as a function of time change. In addition, deviations from LW dynamics have 

been attributed to “dead layers” of adsorbed molecules of the invading species on the pore 
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walls,[14-17] thermal fluctuations, van der Waals forces and hydrodynamic slippage.[13, 18] 

Furthermore, the development of precursor films during imbibition of  single-pores result 

in abundant transient nanoscopic single-pore imbibition morphologies.[19-20]  

Attempts to correspondingly adapt the LW equation predominantly addressed the nature of 

the preexponential factor .[21-23] In addition, geometries that differ from an ideal cylindrical 

shape can lead to average imbibition front position La to ti
1/2 deviations from classical LW 

scenario.[24] Likewise, imbibition front roughening[23] is observed when pore diameter 

dispersion is present as in self-ordered nanoporous anodic aluminum oxide (AAO).[25]  

While even predictive understanding of imbibition on the single-pore level has remained 

scarce,[22, 26] frequently porous matrices, such as controlled porous glass (CPG),[27] in which 

pore walls and pores form two interpenetrating networks, are imbibed.[28-29] In this case, 

collective effects from hydraulically coupled menisci at the imbibition fronts superimpose 

single-pore imbibition phenomena.[2, 30-32] Often, values of the time exponent lower than 0.5 

have been observed,[33] suggesting that LW dynamics may not fully explain imbibition of 

complex three-dimensional porous materials. Additionally, cooperative changes from the 

imbibition front topography, like avalanche like relaxations,[34-38] viscous fingering[35, 39] and 

imbibition front roughening,[35, 39-42] are an outcome of differences in the Laplace pressures 

at the hydraulically coupled menisci with diameter variations at the imbibition front. 

Consequently, descriptions of imbibition dynamics have been modified to consider 

tortuosity and geometry of the fluid invaded porous material.[43]  

To describe the spatiotemporal evolution of imbibition fronts during the invasion of porous 

matrices by wetting fluids, average positions of the imbibition fronts need to be determined 

and imbibition front widths need to be quantified in a statistically reliable way. Imbibition 

fronts have been inspected with the naked eye[44-45] and by averaging methods, such as 
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small-angle X-ray scattering,[22] dielectric spectroscopy,[46-48] neutron radiography,[41, 49] 

gravimetry[50-52] and opto-fluidic techniques.[19, 53-58] In particular, quantifying the 

imbibition front width reliably and in a reproducible way with scales spanning from few 

100 nm to few micrometers is still demanding. 

The imbibition of Polystyrene (PS) into self-ordered AAO, [25, 59-61] and CPG[27] was 

investigated. AAO is a nearly ideal pore model with a tortuosity close to 1 which contains 

arrays of straight parallel cylindrical pores oriented strictly normal to the membrane surface 

(Figure 1.1a) accessible by two-step anodization and CPG is a pore model in which pores 

and pore walls form spongy interpenetrating networks (Figure 1.1b) accessible by selective 

leaching of phase-separated alkali borosilicate glass plates. The comparison with self-

ordered AAO as a reference pore model having a tortuosity close to 1 yields information on 

the pore morphology of probed tortuous porous matrices, such as CPG, and insight into the 

mechanisms governing their imbibition.  

Zernike phase-contrast X-ray computed tomography (X-ray CT)[62-66] yielding 3D images 

of extended sample volumes with spatial sub-micron resolution was used for 

characterization and the results obtained were compared with results from scanning electron 

microscopy (SEM) providing 2D real-space images of the probed cross-sections and energy-

dispersive X-ray (EDX) spectroscopy which yields cross-sectional 2D EDX maps. X-ray 

CT enables probing imbibition-relevant structural features characterizing transient 

imbibition stages with single-pore resolution in the sub-µm range, as well as probing of 

much larger sample volumes than by classical microscopy methods. Thus, structural 

features characterizing transient imbibition stages, such as imbibition lengths and imbibition 

front widths, can be imaged and evaluated with excellent validity even when they are 

characterized by submicron length scales. The only similar powerful method would be focus 

ion beam (FIB) tomography. However, FIB tomography requires the ablation of sample 
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material between the imaging of consecutive slices, which may result in the emergence of 

artifacts. Moreover, in contrast to FIB tomography X-ray computed tomography allows the 

deployment of phase-contrast imaging, which is particularly suitable to image interfaces, 

such as imbibition fronts.  

PS with a mass-average molecular weight Mw = 239 kg/mol and a number-average 

molecular weight Mn = 233 kg/mol was infiltrated into AAO and CPG, both membranes 

had hydroxyl-terminated inorganic-oxidic pore walls and approximately similar mean pore 

diameters of ~380 nm, for infiltration times ti of 3, 10, 20, 30, 70 and 90 minutes at 200°C. 

At this temperature, each PS chain in a bulk PS melt is involved in ~13 entanglements.[67-

68] Bent et al. reported a radius of gyration of 12 nm for quiescent melts of PS with Mw = 

260000 g/mol, which is comparable to the Mw value of the PS used here, at a temperature 

comparable to the infiltration temperature applied here.[69] Under flow, the radius of gyration 

in the flow direction increased to 15 nm, while the radius of gyration normal to the flow 

direction slightly decreased to 11 nm. Therefore, it is reasonable to assume that the diameter 

of gyration is at least one order of magnitude smaller than the membranes pore diameter. It 

should be noted that trapped air did not influence the imbibition process since diffusive 

transport of small molecules, such as N2 and O2, is orders of magnitudes faster than the 

imbibition processes studied here.[70] Since high-resolution X-ray CT measurements last 

several hours, this method is not suitable for in situ imbibition monitoring. However, the 

highly entangled PS used here is characterized by a high glass transition temperature of 

~100°C. Therefore, transient imbibition stages can conveniently be frozen by thermal 

quenching to room temperature, where the PS is vitrified. The quenched transient imbibition 

stages remain arrested throughout the X-ray CT measurements. Consequently, the time 

scales of imbibition and the X-ray CT measurements are decoupled.  
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To link volumetrically reconstructed sample morphologies to physical models, sample 

features of interest as well as parameters allowing their quantitative description need to be 

identified. So far, sample evaluation is frequently done by visual inspection – an approach 

associated with noise restricting its reliability.[71] Therefore, two semi-automatic algorithmic 

image analysis procedures based on descriptive statistics of pixel intensity dispersion for the 

identification of the imbibition fronts, the determination of average imbibition lengths La 

and the quantification of the imbibition front widths were developed. These algorithms 

result in five different image analysis methods depending on characterization technique used 

or the porous material analyzed. 

The first semi-automatic algorithm is employed to analyze 3D reconstructions of X-ray CT 

from AAO, yielding brightness profiles along all identified AAO pores in the probed sample 

volume resulting in two methods CT-mean and CT-rms. In method CT-mean (cf. Section 

4.2), histograms of single-pore imbibition lengths were evaluated to obtain La and the 

imbibition front width. In method CT-rms (cf. Section 4.2) the statistical pixel intensity 

dispersion Rq as a function of the distance to the AAO surface was evaluated.  

Batch-CT-rms (cf. Section 4.3) and EDX-rms (cf. Section 4.4) are two methods that does 

neither involve segmentation procedures nor requires the determination of pore coordinates, 

hence is applicable for both AAO and CPG. They are based on the evaluation of pixel 

intensity dispersion Rq parallel to the membrane surfaces. Here, the second algorithm 

condenses 3D reconstructions or the 2D EDX maps into 1D profiles normal to the membrane 

surfaces which represents the pixel intensity dispersion as a function of the distance to the 

membrane surface. Finally, SEM-mean method (cf. Section 4.5), is based on evaluating 

histograms of single-pore imbibition lengths obtained manually from the probed sample 

cross-sections of AAO and CPG. 
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The imbibition fronts are indicated by peaks of image properties extracted from microscopic 

raw data as function of the distance D to the membrane surface. The average imbibition 

front positions La correspond to conspicuous points that can be determined unambiguously. 

However, the direct algorithmic determination of imbibition front widths would require the 

identification of the two imbibition front onset points. The onset of an imbibition front is 

indicated by a subtle change in the regional curvature of a raw curve exhibiting noise on 

local length scales. Any numerical D values of discrete onset points will sensitively depend 

on how the indispensable curve fitting procedure is carried out. Moreover, the curvature 

changes per distance interval ΔD in the onset region is close to zero over a larger D range 

so that criteria for the rational positioning of discrete onset points can hardly be defined. 

Therefore, the direct determination of imbibition front widths is associated with significant 

uncertainties. Measures of the dispersion of the peaks indicating the imbibition front are 

more robust, albeit indirect, descriptors of the imbibition front width.  

In summary, the imbibition of PS into AAO and CPG was studied with phase-contrast X-

ray CT and compared with results from traditional microscopy techniques such as SEM and 

2D EDX mapping. To evaluate the results from each technique semi-automatic algorithms 

were developed to obtain the positions of the imbibition front and the imbibition front 

widths. X-ray CT allows the algorithmic evaluation of volumetric reconstructions of 

imbibition morphologies to study characteristic features with characteristic length scales in 

the range from a few tens of microns down to the submicron scale, not possible with 

averaging methods, and with high validity, not possible with microscopy. 
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Figure 1.1. Schematic representation of a) AAO and b) CPG membranes (gray) infiltrated with polymer 

(blue). With increasing imbibition time ti (from the left to the right), the average position of the imbibition 

front La, and the width of the imbibition front increase.  
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2  State of the art 
 

2.1 Porous materials 

According to the IUPAC recommendations a porous solid is “any solid that contains 

cavities, channels or interstices”.[72]  Properties such as density, thermal conductivity and 

strength depend on the pore structure of the material. However, the morphological 

description of most common porous materials is complex for reasons such as different pore 

shapes throughout the solid, interconnected pores, and pore size distributions.[72] Therefore, 

some conventions have been made. For simplicity, the shape of pores is described in terms 

of cylinders, cavities, slits, prisms, solid spheres or the voids between solid particles.[72] 

When the shape of the pores of a solid is well defined and known the pore size becomes a 

major parameter with precise meaning,  generally referred to pore width.[72]  

Porosity ε is one of the most crucial morphological properties of a porous material and it is 

defined as the “ratio of the total pore volume Vp to the apparent volume V of the particle or 

powder (excluding interparticle voids)” by the IUPAC.[72] The chemical reactivity of the 

solid and the physical interactions of solids with liquids and gases are properties influenced 

by the porosity.[72]  

In most cases porous solids are complex systems with chaotic pore spaces and a broad range 

of pore sizes. The complexity of these systems originates from the paths available for fluids 

to advance, tortuous instead of straight, giving rise to the concept of tortuosity.[73] Tortuosity 
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is a concept used to characterize the structure of porous materials, however there is no 

canonical definition of it. According to Ghanbarian “…no consensus has emerged unifying 

the models in a coherent way.”[73] Often, tortuosity is defined as the ratio of the lengths of a 

curvilinear percolation path and the linear distance between two points in a porous matrix.[73-

74] Additionally, Comiti showed that the nature of percolation paths through a pore model 

and, therefore, the tortuosity mainly depends on the porosity.[75]  

There is a large variety of porous materials available, found in nature like rocks and soil, as 

well as man-made, like AAO[25] or CPG,[27] ordered or disordered and straight or sinuous 

pores. The fabrication of porous materials is diverse, however, Meyer et al. mentioned three 

main routes of fabrication for porous materials with an irregular pore structure, aggregation 

or agglomeration, recrystallization and subtraction or addition.[76] An example of 

aggregation are macroporous silica gels, which can be obtained by hydrothermal treatment 

of polysilicic acids, by controlled sintering or by sol-gel method. In the case of 

recrystallization, some zeolites and porous aluminum oxide are examples. Finally, the route 

of subtraction or addition where some parts of the solid are selectively removed or added, 

for example, CPG and carbon molecular sieves.[72, 76] 

Porous materials with a regular structure can be naturally occurring or synthetic like zeolites 

which are aluminosilicate materials with basic building blocks of SiO4 and AlO4 that form 

crystalline structures and therefore have regular pore systems with pore diameters in the 

range from micro- to mesopores.[76] Another example of ordered porous material is self-

ordered AAO which is obtained by electrochemical anodization of aluminum substrates and 

with tailorable pore diameters from a few to a few hundreds of nanometers.[25, 77]  
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2.1.1  Self-ordered anodic aluminum oxide 

Self-ordered anodic aluminum oxide (AAO) is a synthetic material with a regular porous 

structure consisting of straight cylindrical pores ordered in a hexagonal lattice with 

tailorable diameters and length and hydroxyl-terminated pore walls grown by 

electrochemical anodization of aluminum.[25] The growth mechanism has been tried to be 

explained with different theories but still in 2021 Liu et al. stated that “…there is currently 

no single theory that can systematically explain all the phenomena in the experiment”.[61]  It 

is resistant to organic solvents, stable at temperatures in which polymers can be processed 

and can be selectively removed with acidic or basic solutions.[20]  

There are two identified anodization regimes in which AAO can be prepared, mild 

anodization (MA)[59] and hard anodization (HA).[78] Masuda et al. reported a two-step mild 

anodization (Figure 2.1) in which the disordered aluminum oxide grown in a first step is 

removed and then a second anodization is carried to produce an arrangement of highly 

ordered nanopores.[59] The first step involves the production of disordered nanopores in its 

top part arranged in a hexagonal lattice which is then removed by selective wet-chemical 

etching leaving indentations arranged in a hexagonal pattern. In the second anodization step, 

the AAO grows from the patterned aluminum left with hexagonally arranged pores with 

thickness up to hundreds of micrometers. An schematic representation of the two-step 

anodization process is shown in Figure 2.1.[60] There are three self-organization regimes of 

MA, and each of them results in different pore diameters and lattice constants. With an 

electrolyte solution of sulfuric acid and 25 V anodization voltage, 25 nm pore diameter and 

65 nm lattice constant are obtained,[77] with oxalic acid and 40V, 35 nm pore diameter 

and100 nm lattice constant are obtained[59] and with phosphoric acid and 195 V lattice 

constant of 500 nm and 180 nm pore diameter are obtained arranged in hexagonal lattices.[25, 

61] The AAO fabricated in the MA regime has pore diameter distributions with a dispersity 
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of less than 8%.[20] Nielsch et al. reported that for self-ordered AAO, independently from 

the anodization conditions the porosity is always around 10%.[79] However, porosities up to 

50% can be obtained by isotropic wet-chemical widening of the pores.[20] 

 

Figure 2.1. Schematic representation of the two-step anodization process to obtain self-ordered anodic 

aluminum oxide in the mild anodization regime. a) Aluminum substrate before anodization. b) After first 

anodization, alumina pores hexagonally ordered at the bottom and disordered at the top are formed. c) Alumina 

is removed with chemical etching and d) straight AAO with pores grown normal from the patterned aluminum 

substrate from c). Adapted from [60].  

 

Le Coz et al. employed field-emission gun transmission electron microscopy (FEG-TEM) 

and EDX chemical analysis and mapping to described the structure (Figure 2.2) and 

chemical composition of the AAO basic cell obtained in the MA regime with phosphoric 

acid.[80] The basic AAO cell consists of an “skeleton” part with hexagonal structure mostly 

made up of alumina. An internal part which includes a high content of phosphorus. 

Additionally, evidence of an interstitial rod was observed for the first time  but its chemical 

composition could not be determined.[80]  
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Figure 2.2. FEG-TEM image from the basic cell of self-ordered AAO showing the relatively pure alumina 

“skeleton”, the internal part which includes a high content of phosphorus, the interstitial rod and the pores. 

Reproduced from [80]. 

 

An AAO membrane consists of several basic cells, arranged in a hexagonal lattice with in 

which every single pore is oriented strictly normal to the AAO surface and the length of the 

pores corresponds exactly to the thickness of the membrane. Therefore, AAO is a nearly 

ideal pore system with tortuosity close to 1. In Figure 2.3, SEM images shows the cross-

section on an AAO membrane parallel to the pore axes and the AAO pore mouths with ≈ 

380 nm pore diameters and 500 nm lattice constant. 

   

a)        b) 

Figure 2.3. Scanning electron microscopy (SEM) images from SESI detector (a), and InLens detector (b) of 

self-ordered anodized aluminum oxide (AAO). a) Cross-section of AAO parallel to the pore axes with ≈ 380 

nm pore diameters. b) Pore mouths of AAO with ≈ 400 nm pore diameters. 
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The hard anodization (HA) regime is performed at higher anodization voltages and 

overcomes some disadvantages of MA like long fabrication time and narrow processing 

windows for AAO growth. AAO with 220-300 nm lattice constants and 49-59 nm pore 

diameters is obtained by HA with oxalic acid solutions and anodization voltages between 

120 -150 V.[20] MA and HA regimes are summarized in Figure 2.4. 

 

Figure 2.4. Overview of self-ordering MA and HA regimes currently identified. Reproduced from [81]. 

AAO fabrication is not limited only to self-ordered straight cylindrical pores, long-range 

ordering of AAO can be obtained by hard imprint lithography in which different pore 

morphologies and lattices can be pre-patterned in the Al substrates which the oxide will use 

to grow.[20] Complex pore architectures can also be fabricated, for example, with pulsed 

anodization where the anodization potential is applied in pulses to obtain variable pore 

diameter along the axis parallel to the AAO pores.[82]  

Due to its tailorability, optical and electrical properties and large surface area, AAO is an 

important material for several applications such as template-assisted fabrication of 

nanostructures, data storage, energy generation, sensing devices, photonic crystals, 
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filtration, etc.[60-61] Additionally, the isolated straight cylindrical pores with tunable 

diameters and tortuosity close to 1, makes AAO an ideal material as a reference for the study 

of liquid invasion of porous materials.[8, 17, 21, 44, 47-48] An overview of some AAO 

applications is shown in Figure 2.5. 

 

Figure 2.5. Overview of some AAO applications. Reproduced from [61]. 

 

2.1.2  Controlled porous Glass 

Porous glasses belong to the disordered porous materials type, Janowski et al. stated that 

they “are one of the most investigated and characterized porous materials”.[83-84] From 

around 1926, the separation of glasses that contain boron into phases was known[83-84] and 

was later exploited by Hood and Nordberg to develop what is known today as the VYCOR®-

process.[85]  Vycor porous glasses (VPG) are alkali borosilicate glasses (Na2O-B2O3-SiO2) 

within a special composition range that separate with a heat treatment into acid-soluble and 
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acid-insoluble phases. One of the phases can then be removed by selective leaching resulting 

in a sponge-like structure with 4-9 nm pores.[83-84] Additionally, Vogel reported that phase 

separation occurs in a wide range of compositions.[86]  

Haller developed the basics to prepare controlled porous glasses (CPG) with a narrow pore 

size distribution.[87-89] The basic procedure to prepare CPG consist of four steps.[83-84] In the 

first step, an alkali borosilicate glass melt in the zone of the boric acid anomaly[90] is formed 

(Figure 2.6a). Second, the melt is quenched to a temperature, between 580 and 700 °C, in 

which spinodal decomposition occurs and the melt separates into silica-rich phase and a 

sodium-rich borate phase (Figure 2.6b). The melt then is vitrified and can be formed in 

different shapes. Third, the vitrified glass is reheated for a certain time in order to induce 

phase separation and coarsening of the microheterogeneities. Finally, the sodium-rich borate 

phase is removed by acid/alkaline treatment to remove silica residues in the pores (Figure 

2.6c,d).[83-84] The obtained porous glass consists of a sponge-like interconnected network of 

pores (Figure 2.7). 

Enke et al. stated that “The mechanism of phase separation during the preparation process 

of porous glasses is controversially discussed in literature”.[27] The most preferred 

mechanism is spinodal decomposition, in which the phase separation happens when unstable 

concentration fluctuations characterized by a long wavelength grow.[27] Yazawa et al. found 

not only clear evidence of phase separation through spinodal decomposition but also how 

parameters such as cooling rate, amplitude and wavelength of concentration fluctuations 

affect the resulting textural parameters i. e. pore volume or surface area of the porous 

glass.[91] 
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a)      b)          c)            d) 

Figure 2.6. Schematic representation of the process to produce CPG. a) Starting alkali borosilicate glass in 

the zone of the boric acid anomaly. b) Phase separation by spinodal decomposition into a silica-rich phase and 

a sodium-rich borate phase. c) Extraction of the sodium-rich borate phase with acidic treatment. d) Extraction 

of the silica residues inside the pores with alkaline treatment. Adapted from [92]. 

 

    

 a)         b) 

    

c)         d) 

Figure 2.7. SEM images of controlled porous glass (CPG) morphologies with different mean pore diameters 

a) Surface of CPG with ≈ 40 nm pore diameter, b) Surface of CPG with ≈ 200 nm pore diameter, c,d) Surface 

of CPG with ≈ 300 nm pore diameter at different magnifications. The images were acquired with a SESI 

detector. 
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Controlled porous glasses, prepared in the ways mention above, are highly valuable porous 

materials due to - as their name says - controllable characteristics. According to Janowski 

et al., porosity as well as the number, size and form of the pores and pore size distribution 

are strongly influenced by the composition of the alkali borosilicate glass. Thus, the textural 

properties of the CPG will depend on the content of the sodium rich borate phase that can 

be leached.[83]  

Additionally, due to hydroxyl groups covering the surfaces of CPG’s a large number of 

chemical modifications of the surface are possible. The CPG’s mechanical stability make 

them also perfect materials to be formed in various monolithic shapes such as membranes, 

tubes, rings, etc.[83-84] Inayat et al. reported that a combination of phase separation and 

sintering make the fabrication of porous glasses with hierarchical pores possible and stretch-

drawing of bundles of glass monoliths while heated to the softening point will result in 

hierarchical pores that are also aligned.[92] 

The above mentioned characteristics of CPG make it an important porous material for the 

study of spontaneous imbibition of liquids[41] and the behavior of fluids under 

confinement[93] as well as for membrane science.[94] CPGs may also be used as active 

ingredient depots.[12] CPG has been extensively used for the study of imbibition with 

different types of liquids and by different techniques as it is a porous model system that 

resembles porous materials found in nature and because it provides a robust and 

reproducible porous model with tailorable characteristics.[15, 41, 50, 52, 95] 
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2.1.3  Characterization of porous materials 

The specific textural characteristics of each material such as pore size distribution, porosity, 

or specific surface area are important characteristics of porous materials, and they can be 

characterized nowadays by a collection of different methods that rely on different physical 

principles.[76, 96] According to Rouquerol et al. the characterization methods can be listed in 

four categories, liquid intrusion-extrusion, liquid permeametry, phase change in a confined 

medium and imaging.[96] Imaging methods will be discussed in a subsection 

“Characterization of imbibition state  of porous materials” as essentially the same imaging 

methods are used for as-prepared and infiltrated porous materials. In Figure 2.8, the most 

common methods and the length scales in which they are able to provide us information on 

the textural characteristics of the materials are summarized.  

 

Figure 2.8. Pore size analysis ranges of common characterization techniques for porous materials. Reproduced 

from [97]. 

 

Mercury intrusion is widely accepted and considered the state of the art method of the liquid 

intrusion-extrusion family to characterize macropores in materials like catalysts or building 
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materials.[97] It is useful to investigate the tortuosity, permeability, fractal dimension  and 

compressibility of porous solids as well as to acquire information on the pore shape, network 

effects and skeletal and bulk density.[98] Mercury does not wet most of the materials at room 

temperature. Therefore, it needs to be forced into the material with pressure. From the 

intruded volume VHg versus pressure p, intrusion-extrusion curves (Figure 2.9) one can 

obtain information on pores with diameters in a range from ≈ 4 nm to more than 400 µm.[98] 

The main limitations of mercury intrusion are issues related to environment and health. 

Therefore, possible liquid metal replacements are currently being researched like Gallium 

or Indium.[97] Water intrusion can provide information on the mesoporous range but it can 

be extended provided that the material is hydrophobically modified.[96] 

 

Figure 2.9. Schematic volume of intruded mercury versus pressure curve showing different stages of the 

process. a) Rearrangement of particles in the powder bed. b) Intrusion of particle voids. c) Pore filling. d) 

Reversible compression for some materials. e) Extrusion of mercury. f) Mercury is retained inside the pores, 

preventing the loop from closing. g) Further intrusion-extrusion cycles. h) mercury entrapment or hysteresis. 

Reproduced from [98]. 

 

Liquid permeametry relies on the pumping of liquid through the membrane to be probed at 

a known flow rate while the pressure drop is measured. It provides information on the 

estimated hydraulic pore radius in the range of 0.1 to 1000 µm. It is a simple method with 

no standard equipment available. A drawback is that it does not provide a pore size 



State of the art 

 

21 

 

distribution but a hydraulic radius which normally shifts towards pore sizes with broadest 

dimensions.[96] 

The family of phase change methods relies on the condensation, freezing and melting of 

different liquids inside the porous materials detected by different methods. Two examples 

are thermoporometry and cryoporometry, the first relies on the freezing-melting of water or 

hexane with slow cooling or heating rate detected by differential scanning calorimetry 

(DSC) and is useful in the meso- and macroporous range. The second relies on the freezing-

melting of a liquid detected by nuclear magnetic resonance (NMR) with same slow cooling 

rates as with thermoporometry and it is useful for pores between 10 nm to 1000 nm.[96] 

 

2.2  Imbibition of Porous Media 

2.2.1  General considerations 

To understand the process of imbibition, it is helpful to introduce first the wetting of a flat 

surface at the microscopic level. According to Young’s law (Equation 2.1),[99] the wetting 

state of the fluid can be directly obtained when the three surface tension are known.[100] 

γSV = γSL + γ cos θeq  (Equation 2.1) 

where γsv is the solid-vapor surface tension, γsl is the solid liquid surface tension, γ≡γlv 

denotes the liquid-vapor surface tension and θeq denotes the contact angle formed between 

the liquid-vapor surface tension γLV and the solid-liquid surface tension γLS contact lines. 

(Figure 2.10).   
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Figure 2.10. Schematic diagram of a solid surface with a drop of liquid on it. The equilibrium contact angle 

θeq is the angle formed between the liquid-vapor surface tension γLV and the solid-liquid surface tension γLS 

contact lines. The solid vapor surface tension is denoted by γSV. Reproduced from [100]. 

 

The ability of a liquid to wet a surface is determined by van der Waals and electrostatic 

forces and is commonly measured by an equilibrium contact angle θeq.
[100] When θeq is larger 

than zero there is partial wetting and the liquid takes the form of a sessile drop on the surface 

with a microscopically thin layer absorbed on the surface surrounding the drop (Figure 

2.11). If the equilibrium contact angle equals to zero, there is complete wetting and the drop 

of liquid spreads entirely over the surface. When the surface is large enough that it can be 

considered “infinite”, the film spreads in the form of a “pancake” structure, which means 

the film covers a finite area with a thickness larger than a monolayer due to long-range 

interactions between the solid and the liquid and cohesion between the liquid.[20] At the 

spreading front, a precursor film thinner than a monolayer occurs as a transient feature 

during spreading. Polar inorganic surfaces usually have high surface energies while the 

surface energies of organic fluids and polymer melts are typically lower by one order of 

magnitude.[20] In this regard, evidence of a precursor film has been found even for viscous 

polymeric fluids.[101-102]  
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Figure 2.11. Schematic diagram of the spreading of a liquid drop on a flat substrate. Reproduced from [20]. 

To differentiate between the wetting states of a system the equilibrium, the spreading 

coefficient Seq (Equation 2.2) representing the surface free energy relative to its value for 

complete wetting is employed.[100] 

𝑆𝑒𝑞 ≡  𝛾𝑆𝑉 − (𝛾𝑆𝐿 + 𝛾) = 𝛾(cos 𝜃𝑒𝑞 − 1)  (Equation 2.2) 

When S<0, a drop with a finite contact angle will form, meaning partial wetting and if S>0 

the fluid will spread with a contact angle of zero meaning complete wetting.[102] 

 

2.2.2  Imbibition at the single-pore level 

The flow of a liquid into cylindrical channels has been arduously investigated, both 

theoretically and experimentally as this process is far from being trivial.[20] Nevertheless, in 

2010, Engel et al. argued that “…there exists no description of the filling behavior of liquids, 

especially of polymer melts into nanopores in literature that is experimentally and 

theoretically consistent…”.[22] In 2019, Singh et al. stated that “…there is yet no consensus 

on how wettability controls the physical processes that underlie the dynamics of an invading 

liquid at the pore scale.”[26] 

The wetting in a single-pore scenario is different than the wetting of a flat substrate in the 

sense that a real-life pore has a “finite” length and volume that is frequently smaller than the 

volume of the fluid being infiltrated.[20] Lenormand described spontaneous imbibition as a 

process where in a porous medium an invading wetting fluid displaces a receding non-
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wetting fluid.[1] In this scenario, the two fluids are considered immiscible. The opposite case, 

where the non-wetting fluid displaces the wetting fluid was described as drainage. The two 

immiscible fluids will form a meniscus with a contact angle at the interface of the capillary 

wall and the wetting fluid depending on factors such as pore geometry, and surface-liquid 

interaction.[1] A schematic representation of imbibition into a capillary is seen in Figure 

2.12. 

Around a hundred years ago, Lucas in 1918[103] and Washburn in 1921[104] defined what 

would be the basic equation to describe the dynamics of capillary flow (Equation 1.1) that 

describes the distance a liquid travels through a single cylindrical pore as well as a porous 

body, which Washburn stated “behaves as an assemblage of very small cylindrical 

capillaries”. 

 

Figure 2.12. Schematic representation of imbibition into a capillary, where a wetting liquid displaces a non-

wetting liquid. The equilibrium contact angle is θeq. 

 

The classical Lucas-Washburn theory[103-104] assuming lamellar flow of an invading fluid 

through ideal cylindrical capillaries uniform in diameter predicts a value of 0.5 for the 

exponent n of ti. If the exponent n is set to 0.5, Equation 1.1 (cf. Chapter 1) is suitable to 

describe processes that slow down with time – as it is commonly observed for the imbibition 

of fluids into pores. Therefore, the value 0.5 for n is typically accepted without further 

questioning. This time scaling results from a dynamic balance of a constant driving Laplace 
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pressure at the advancing imbibition front and a linear increase in viscous drag in the 

infiltrated part of the cylindrical capillary behind the imbibition front.[13, 105-106] Thus, any 

changes in the capillarity of the liquid, the liquid-solid interaction or the hydraulic 

permeability as a function of time during the imbibition process can lead to deviations from 

the classical Lucas-Washburn scenario.[106] Experimentally observed deviations from the 

Lucas-Washburn model were ascribed to “dead layers” of adsorbed molecules of the 

invading species on the pore walls,[14-17] as well as to thermal fluctuations, van der Waals 

forces and hydrodynamic slippage.[13, 18] Slippage and the extend of it was found to depend 

for chain molecules, i. e. polymers, on the length of the chain, density of entanglements and 

the surface chemistry.[18, 101] Moreover, single-pore imbibition is characterized by a broad 

phenomenology of transient nanoscopic single-pore imbibition morphologies often 

characterized by the presence of precursor films (Figure 2.13).[19-20, 107] 

Additionally, Quéré[108] argued that “Close to the moment when the tube touches the liquid, 

Washburn’s law leads to an unphysical infinite velocity of imbibition…” Therefore, 

“…inertia must be considered at that particular moment.” In this initial moment, a linear 

relationship of the imbibition length and imbibition time (Ls ~ ti) precedes the Lucas-

Washburn dynamics.[108]  

When the imbibition on single pores departs from capillary wetting (Figure 2.13a), the 

occurrence of thin precursor films (Figure 2.13b) of the invading liquid that follow a √𝑡 

law but with larger imbibition speeds v than that of the menisci movement have been 

reported in several studies.[107, 109-110] The precursor films can develop into imbibition states 

of complete filling of the pore by different mechanisms. Engel et al. reported thickening of 

precursor films during the filling of pores (Figure 2.13c).[22] Another reported[111-112] 

morphology is due to the “snap-off” mechanism in which after the formation of a precursor 

film, instabilities of the film occur along the pore walls and menisci form at those positions. 
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The menisci formed will advance in opposite directions as the amount of liquid entering the 

pores increases (Figure 2.13d). 

 

Figure 2.13. Overview of imbibition phenomenology with transient imbibition morphologies on a single-pore 

level. 

 

As mentioned above, the presence of “dead layers” of immobilized molecules from the 

invading liquid on the pore walls, also called “dead zone”[17]  (Figure 2.14) is another way 

in which imbibition deviates from the classical Lucas-Washburn dynamics due to an 

increase in effective viscosity and has been reported extensively.[14-16, 46, 113] Yao et al. 

reported that for polymers, the inner walls of the pores can strongly absorb nearby polymer 

chains creating a “Dead zone” of immobile polymer chains with thickness Δb, this results 

in a decrease of the pore radius b0 to an effective radius beff, which influences the imbibition 

speed (Figure 2.14). Polymer melts beyond the dead zone show the usual macroscopic flow 

with parabolic profile. The authors stated that the “dead zone” effect is dominant when the 

radius of gyration is Rg << b0.
[17]  
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Figure 2.14. Schematic representation of the “Dead zone” with a thickness Δb (red), formed by strongly-

absorbed molecules of the infiltrating fluid (blue) on the surface of the pore walls (gray). The dashed green 

line corresponds to the axis of the pore. 

 

Moreover, Cai et al. stated that “The geometry of a capillary tube has a significant impact 

on capillary imbibition.”[106] Considerable efforts have been directed to describe imbibition 

in different pore geometries such as non-uniform cylindrical capillaries, i.e. conical or 

tortuous, as well as capillaries with triangular, square or rectangular cross-sections (Figure 

2.15).[106]  

 

Figure 2.15. Schematic overview of imbibition into capillaries with different geometrical cross-sections and 

axial variations. Adapted from [106]. 
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Departures from an ideal cylindrical pore geometry can lead to deviations from the classical 

proportionality of the average imbibition front position La to ti
1/2. Already conical pore 

shapes may result in an exponent n of ti of 0.25.[24] Real-life porous model matrices, such as 

self-ordered nanoporous anodic aluminum oxide (AAO),[25] may contain isolated parallel 

cylindrical pores nearly uniform in diameter along their pore axes. However, the AAO pore 

arrays may exhibit a certain pore diameter dispersion in turn causing dispersion of the 

single-pore imbibition lengths Ls
[41, 49] and, consequently, imbibition front roughening.[23] 

Besides, Cai stated that the tortuosity of the porous media “…plays and important role in 

describing fluid flow characters such as permeability, effective diffusivity, and flow 

resistance in porous media.”[33] Therefore, several attempts[50, 114-117] have been made to 

modify the Lucas-Washburn law to account for the tortuosity. For example, Lundblad and 

Bergman adapted the Lucas-Washburn law by replacing in the prefactor the capillary radius 

by an effective hydraulic radius  (Figure 2.16).[117] 

 

Figure 2.16. Imbibition length z vs imbibition time t in porous media with different tortuosities. Adapted from 
[106] 
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2.2.3  Imbibition in interconnected pore models 

Imbibition that takes place inside porous materials that contain tortuous interconnected 

pores such as CPG differs from imbibition into single-pores such as in AAO. In such cases, 

single-pore imbibition phenomena are superimposed by cooperative effects related to the 

presence of hydraulically coupled menisci at the imbibition front.[2, 30-32] Cai and Yu state 

“…that most values of time exponent are less than 0.5. This may be explained that the LW 

equation may not be well suitable to depict the imbibition in a complex tri-dimensional 

porous medium. (…) The anomalous value of time exponent (<0.5) suggests that the 

imbibition speed becomes slower than that of pure considerations of capillary pressure and 

viscous drag as the average interface height increases.”[33]  

If local variations of the pore diameters of the porous matrix exist at the imbibition front, 

menisci in different pores have different curvatures so that the Laplace pressure across these 

menisci varies. These pressure differences between hydraulically coupled menisci cause in 

turn cooperative changes of the imbibition front topography resulting in avalanche-like 

relaxations,[34-38] viscous fingering[35, 39] and imbibition front roughening.[35, 39-42] Thus, 

modified descriptions of imbibition dynamics considering tortuosity and geometry of the 

infiltrated pore system were suggested.[43]  

Dougherty reported that in Helen-Shaw cells, which have highly interconnected pores, the 

imbibition front movement is not uniform, instead, some regions stay pinned while others 

advance. When one of the regions previously immobile starts to move in a sudden way is 

called an avalanche-like way.[36] Homsy observed instabilities in the invasion of fluids with 

different viscosities into interconnected porous materials. The author injected water into a 

Helen-Shaw cell filled with glycerin, where the less viscous fluid penetrates and fingers 

through the one with higher viscosity (Figure 2.17).[39] According to Gruener et al., in an 
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interconnected network of elongated pores (Vycor glass), if the imbibition follows the 

Lucas-Washburn dynamics, the imbibition front roughening scales with an exponent of time 

≈ 0.45, making the ratio of the imbibition front width and the imbibition length a fraction of 

almost constant value.[41]  

 

Figure 2.17. “Viscous fingering” during the imbibition of water into a Helen-Shaw cell filled with glycerin. 

Adapted from [39]. 

 

2.2.4  Characterization of imbibition state of porous materials 

The imbibition process is yet not fully understood, especially with respect to the transient 

states that occur through time during imbibition (Figure 2.13). Current efforts aim to 

analyze the evolution through time of the imbibition length of liquids inside the porous 

matrix and the imbibition front widening.  

The study of imbibition on porous materials requires that the features of interest, such as the 

imbibition front, the empty pores and the pore walls can be identified. However, most 

methods especially averaging methods, fail to resolve imbibition lengths and imbibition 

front widths with features in the submicron range. 
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Imbibition fronts were, for example, inspected with the naked eye.[44-45] Yao et al. used 

reflection microscopy (Figure 2.18) and SEM to determine the imbibition length of polymer 

melts with different number of entanglements into AAO. The authors found slower 

imbibition speeds than the ones predicted by LW scenario for polymers with 27 and 50 

entanglements per chain and faster imbibition speeds than expected were observed in 

polymer melts with more than 50 entanglements per chain.[45] 

 

Figure 2.18. Cross-sectional images of imbibition of polyethylene oxide (PEO) with different molecular 

weights for different times into AAO studied by reflection microscopy. The infiltrated parts are in the bottom 

of the images, the imbibition front in the center and the top of the images correspond to empty pores. Scale 

bars are 10 μm. Reproduced from [45] 

 

Imbibition fronts have also been studied by averaging methods, such as small-angle X-ray 

scattering (SAXS),[22] dielectric spectroscopy,[46-48] neutron radiography,[41, 49] 

gravimetry[50-52] and opto-fluidic techniques.[19, 53-58] Engel et al. reported the imbibition 

with polymer melts into ion track etched membranes with SAXS. Imbibition followed a √𝑡 

law and evidence of a precursor film was found.[22] Cencha et al. stated that “extreme 

challenges to monitor liquid fronts in nanoscale geometries have resulted in only a few 

experimental studies on imbibition fronts in nanoporous structures.”[19] To tackle this issue, 

the authors studied the imbibition of glycerol and Polydimethylsiloxane (PDMS) into 
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nanoporous silicon with a specifically designed light interferometry experiment. Their 

results showed that the spread of a precursor film inside the nanopores by PDMS 

macromolecules affects the imbibition dynamics.  

A powerful way to study imbibition is through imaging methods. Imaging refers to surface 

visualizations or three-dimensional visualizations of the samples. SEM for example, is a 

surface analysis technique. However, in combination with a focus ion-beam unit, the surface 

of the samples can be ablated an imaged several times successively to obtain a reconstructed 

3D representation of the probed volume morphology. Drawbacks of this technique include 

the permanent modification of the original sample by ablation and non-representative 

sampling due to the small size of the cross-section of the probed sample volume.[96] 

A big challenge for imaging techniques arises from the fact that the imbibition front is 

concealed by the porous matrix.[41] However, nowadays there are techniques that allow the 

observation of the liquid inside the porous material, such as neutron radiography and 

tomography[118] and X-ray computed tomography (X-ray CT).[62] Neutron radiography 

benefits from a larger penetration depth but suffers from a lower spatial resolution compared 

to X-ray CT. Additionally, with neutrons there is a risk that the sample being probed 

becomes radioactive. Another drawback from neutron radiography is that it requires a large-

scale facility while X-ray CT can be deployed in large-scale facilities and with laboratory 

based instruments.[65] 

X-ray CT is a non-destructive technique which is gaining relevance for applications where 

the 3D nature of the analyzed samples is important. It relies on the volumetric reconstruction 

of projections acquired by illuminating the samples with X-rays at several different angles. 

X-ray CT can be deployed in two modes, absorption, and Zernike phase-contrast. In the 

absorption mode, the contrast of the acquired images is dependent on the attenuation 



State of the art 

 

33 

 

difference of X-rays after passing through the different materials of the sample (Figure 

2.19a).[66] There are different ways to obtain phase contrast,[119-120] in one of them, a gold 

phase ring is located between the sample and the detector. The phase ring produces a phase 

shift of the diffracted X-ray beam by the sample, resulting in a dark appearance for features 

with a net positive phase shift (Figure 2.19b). The phase contrast boost is due to the un-

shifted diffracted light by the sample that interferes with the undiffracted phase shifted 

light.[63] Garcea et al. stated that “imaging modes that exploit the phase shift can deliver 

increased feature detectability relative to simple absorption contrast, particularly for weakly 

absorbing objects”.[66] 

X-ray CT exists as synchrotron and laboratory-based application. In synchrotron facilities, 

the volumes analyzed are small and the short acquisition times allow for in situ experiments, 

for example, imaging of developing cracks while the sample is loaded. In laboratory based 

devices larger samples can be studied but with the drawback of poor contrast and long 

acquisition times.[66] 

Due to the advantages mentioned above, X-ray CT imaging has been extensively used to 

study both qualitatively and quantitatively porous materials with sub-μm resolution and 

imbibition of fluids into them.[65, 119, 121] Werth et al. argued that “X-ray methods present the 

highest resolution and flexibility for 3D natural porous media characterization, and 3D 

characterization of fluid distributions in natural porous media”.[122] 
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a)         b) 

Figure 2.19. Woven glass-fiber cross-sectional images acquired with a laboratory X-ray CT. a) Image acquired 

without phase contrast, a crack (dashed yellow line) is barely visible.  b) Image acquired with phase contrast; 

the crack (dashed yellow line) is easier to distinguish as well as other interfaces from the sample. Adapted 

from [66]. 

 



35 

 

 

 

 

 

 

3  Materials and Methods 
 

3.1  Materials 

Monodisperse sec-butyl- and H-terminated PS (Mw = 239 kg/mol; Mn = 233 kg/mol; PDI = 

1.03) was purchased from Polymer Standards Service (Mainz, Germany). Toluene 

(anhydrous; 99.8 %) was purchased from Sigma Aldrich. Silicon wafers were purchased 

from Siegert Wafer GmbH. For the experiments shown in Figures 4.25a and 4.28a, PS (Mw 

= 24.7 kg/mol; Mn = 24 kg/mol; PDI = 1.03) was purchased from Polymer Source Inc., 

Canada. 

Self-ordered AAO was prepared by a two-step anodization procedure reported by Masuda 

and coworkers.[25] Aluminum chips (diameter 40 mm, thickness 1 mm; purity > 99.99 %) 

were annealed for 3h at 500°C under argon and electropolished at room temperature with a 

mixture of 25 vol-% 60 wt-% HClO4 and 75 vol-% ultrapure C2H5OH pre-cooled to 6°C 

under moderate stirring (400 rpm) for 8 min at 4 A and 20 V. The anodizations were carried 

out at -1 °C in 1 wt-% phosphoric acid solution at 195 V. After the first anodization for 30 

h, the formed alumina layer was etched with an aqueous mixture containing 1.8 wt-% CrO3 

and 7.1 wt-% of an 85 wt-% H3PO4 solution at 30 °C. The second anodization was carried 

out for about 40 h until the formed AAO layer had a thickness of 100 µm. The AAO pores 

were widened by isotropic etching with 10 wt-% phosphoric acid solution at 30 °C for 2h. 

As a result, AAO layers with a lattice constant of 500 nm, a pore diameter of 400 nm and a 

pore depth of 100 µm, which were attached to underlying aluminum substrates with a 
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thickness of 900 µm, were obtained. All the AAO samples were prepared by C. Schulz-

Kölbel and C. Heß at University of Osnabrück. 

CPG membranes[27] with a thickness of 490 µm ± 10 μm extending 5 mm x 5 mm were 

produced by selective leaching applying a combined acid/alkaline treatment (1 M HCl, 90 

°C, 2 h and 0.5 M NaOH, RT, 2 h) of phase-separated alkali borosilicate glass plates 

(composition: 62.5 wt.% SiO2, 30.5 wt.% B2O3 and 7 wt.-% Na2O; heat treatment 700 °C 

for 24 h), which results in the formation of spongy-continuous pore systems. The CPG 

membranes were characterized by mercury intrusion[98] (Figure 4.29) in a pressure range 

from 1 to 1000 bar with a PASCAl 440 porosimeter (ThermoScientific/POROTEC). Prior 

to any measurement, the samples were degassed at 0.2 mbar and 23 °C. All the CPG 

membranes were prepared and characterized by T. Paul at the University of Leipzig. 

 

3.2  Imbibition method for AAO and CPG 

Approximately 100 µm thick (as determined by SEM) PS films were prepared by solution 

casting. 40 µL and 10 µL for AAO and CPG, respectively, of a 10-wt% solution of PS in 

toluene were dropped on Si wafers previously cleaned three times by successive 

ultrasonication in acetone, ethanol, and methanol. The films were dried overnight under 

ambient conditions and then at 80 °C for 18 h under a vacuum. Before infiltration, the PS 

films were removed from the Si wafers by gently pressing the circumference of the films 

with a scalpel. The AAO membranes attached to underlying aluminum substrates and the 

free-standing CPG membranes were heated to 200 °C ± 2 °C in an argon atmosphere ≈ 0.5 

Bar, as measured with a manometer, for 10 min in a cylindrical oven with a diameter of 41 

mm and a height of 45 mm controlled by an Eurotherm 2416 controller. Then, the 

unsupported PS films were placed on the membranes surface for the desired infiltration time 
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at the imbibition temperature ti = 200 °C ± 2 °C in an argon atmosphere. To quench the 

infiltration, the samples were immersed in ice-cooled bi-distilled water. The samples were 

then dried overnight at 40 °C in an oven under ambient conditions. The imbibition procedure 

is schematically represented in Figure 3.1. 

 

Figure 3.1. Schematic representation of the imbibition procedure for AAO and CPG samples. 

 

3.3  Scanning Electron Microscopy of Imbibed AAO and CPG 

Before imaging, the aluminum substrates of the PS-infiltrated AAO membranes were 

selectively etched with a solution containing 3.4 g CuCl22H2O and 100 mL HCl per 100 

mL H2O at 0°C. The freestanding PS-infiltrated AAO and CPG membranes were then 

cleaved perpendicularly to the membrane surface. The samples were sputter-coated with a 

platinum-iridium layer three times at 20 mA for 15 seconds in a K575X Emitech sputter 

coater. Scanning electron microscopy (SEM) images were obtained using a Zeiss Auriga 

microscope applying an acceleration voltage of 3 kV for AAO samples and 3.5 kV for CPG 

samples. A secondary electron secondary ion (SESI) detector located at an elevation angle 

ψ above an horizontal plane perpendicular to the e-beam as well as an in-lens detector 

located above the objective lens in a plane parallel to the sample surface[123] were used for 
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image acquisition ensuring that the polymer bulk film, the infiltrated pore segments and the 

empty pores were visible in the images.  Analysis of the images was performed with the 

software ImageJ.[124] 

 

3.4  Energy Dispersive X-ray 2D Elemental Mapping of Imbibed AAO and CPG 

Window integral EDX maps of the carbon Kα peak at 0.277 keV were obtained at a working 

distance of 5 mm using an EDX system Aztec (Oxford) equipped with an 80 mm2-SDD-

detector attached to the Zeiss Auriga SEM. Accelerating voltages of 3.0 kV and 3.5 kV were 

applied for the mappings of cross-sectional AAO and CPG samples. The 2D EDX maps 

extending 2048 pixels by 1532 pixels were imaged until at least 1 million counts were 

collected. The original EDX maps had an image depth of 32 bit. Roughness profiles 

Rq,EDX(D) of the pixel intensities along horizontal pixel rows in x direction of an external 

reference coordinate system parallel to the membrane surfaces, where D is the distance to 

the membrane surface along the z direction of the reference coordinate system, were then 

extracted with the software Gwyddion.[125] The software Gwyddion reads the EDX maps 

with an image depth of 8 bit corresponding to 256 shades of red from 0 to 255. For the 

visualization of the EDX maps, a pixel binning factor of 2 was applied to combine 4 adjacent 

pixels forming 2 x 2 square matrices into one new pixel using the Aztec software. 

 

3.5  X-ray Computed Tomography of Imbibed AAO and CPG. 

3.5.1  Sample preparation 

Samples for X-ray computed tomography were prepared by laser-micromachining in a 

microPREPTM (3D-Micromac) device. Sub-millimeter cuts of the samples yielded the 
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designed conical shapes with an average tip diameter of 50 µm atop a cube-shaped base as 

shown in Figure 3.2. Each sample was glued on top of a metallic pin with a laser-cut fitting 

for this base, which was then placed in the sample holder. All the samples were prepared 

and imaged by Dr. Martins de Souza e Silva and Dr. Santos de Oliveira at Martin-Luther-

Universität Halle-Wittenberg. 

3.5.2  Imaging of imbibed porous materials 

To detect the PS imbibition front, Zernike phase-contrast X-ray computed tomography 

imaging was performed using a Carl Zeiss Xradia Ultra 810 device operating at 5.4 keV 

with a Cr X-ray source. Samples were imaged with a field-of-view of 64 × 64 µm2 without 

camera binning. A total of 901 projections were collected over 180° with an exposure time 

of 70 s for AAO and 60 s for CPG. Image reconstruction was performed by a filtered back-

projection algorithm using the software XMReconstructor integrated into the device, and 

tomograms obtained were exported as a stack of 16-bit TIFF images of approximately 1024 

× 1024 pixels with an isometric pixel size of 64 nm. OriginPro 2020 and MATLAB R2021a 

were used for data analysis. All samples were imaged by Juliana Martins de Souza e Silva 

and Dr. Santos de Oliveira at Martin-Luther-Universität Halle-Wittenberg. 
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a)     b)  

Figure 3.2. a) Photograph and b) optical microscopy image taken with an optical microscope inside the X-ray 

microscope used for X-ray computed tomography of a sample specimen prepared by laser cutting. The length 

of the light blue scale bar in b) corresponds to 160 µm. 
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4  Results  
 

The spatiotemporal evolution of imbibition fronts during the invasion of Polystyrene (PS) 

at 200 °C into AAO and CPG for different infiltration times was investigated with X-ray 

CT and the results compared with SEM and 2D EDX results. To determine the average 

positions of the imbibition fronts and imbibition front widths parameters allowing their 

quantitative description need to be identified. Thus, algorithmic image analysis procedures 

based on descriptive statistics of pixel intensity dispersion were developed.  

 

4.1  Determination of Statistical Descriptors for Morphological Features 

At first, an adequate statistical descriptor must be chosen that is able to quantify reliably the 

average positions of the imbibition fronts and the imbibition front widths of the samples. To 

establish a universally usable descriptor, the X-ray CT data sets were employed as 

descriptor-choice limiting factor due to larger sample volumes probed compared to SEM 

and 2D EDX as well as prevention of preparation artifacts that may occur when infiltrated 

membranes are cleaved to prepare cross-sectional specimens for the SEM or EDX 

mappings. 

4.1.1  Analysis of morphological features from X-ray computed tomography data 

To choose a suitable descriptor, first the morphological features of interest must be 

identified and described. Raw data sets from X-ray CT of an AAO and CPG samples 
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infiltrated for 3 min consisted of at least 1000 16-bit xy slices encompassing 65536 shades 

of gray with a voxel size of 64 nm3, which were approximately parallel to the membrane 

surfaces and the xy plane of the reference coordinate system (Figure 4.1a,c) for each of the 

samples. The ensemble of all X-ray CT xy slices correspond to a volumetric reconstruction 

of the 3-minute imbibed AAO and CPG samples. The raw xy slices were approximately 

parallel to the membrane surfaces (in the case of AAO normal to the pore axes). To obtain 

cross-sections of the samples perpendicular to the membrane surfaces, the ensemble of 

slices needs to be re-sliced and aligned with ImageJ. This procedure yields xz slices oriented 

normal to the membrane surfaces (in the case of AAO parallel to the AAO pore axes). The 

final result are 3D reconstructions of xz slices where the PS-surface film (bottom), the PS-

infiltrated pore segments (middle) and the empty pore segments (top) are visible (Figure 

4.1b,d). The edges of the sample considered as artifacts are shown in green squares and 

were not considered during image analysis. 

AAO and CPG membranes have different pore systems, while AAO contains parallel 

straight cylindrical pores (Figure 4.1a,b), in CPG pore walls and pores form two 

interpenetrating networks, resembling a sponge, (Figure 4.1c,d) making CPG a more 

challenging porous material to analyze. In AAO 3D reconstructions the pores and pore walls 

and imbibition front are easier to differentiate with the naked eye due to the parallel 

alignment of the pores, normal to the membrane surface. For these reasons, AAO data sets 

were chosen to describe the pixel intensity differences between the pores, pore walls, empty 

space and imbibition front 
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a)       b) 

 

 

c)       d) 

Figure 4.1. Raw slices of 3D reconstructions obtained by X-ray computed tomography of AAO and CPG 

membranes infiltrated for 3 min at 200°C with PS. Each pixel has edge lengths of 64 nm and corresponds to 

one data point. Empty membrane pores appear dark, pore walls bright. a) Raw xy slice of AAO with a width 

of 1012 pixels and a height of 1024 pixels. b) Raw xz slice of AAO with a width of 1012 pixels and a height 

of 1019 pixels showing the imbibition front. Empty pore segments are at the top, a continuous PS surface film 

attached to the AAO surface is located on the bottom, and PS-filled AAO pore segments are seen in between. 

c) Raw xy slice of CPG with a width of 1016 pixels and a height of 1024 pixels. d) Raw xz slice of CPG with 

a width of 1016 pixels and a height of 1000 pixels showing the imbibition front prior to the adjustment of the 

membrane surface to the reference coordinate system. Empty pore segments are located at the top, a continuous 

PS surface film attached to the AAO surface is located on the bottom, and PS-filled CPG pore segments are 

seen in between. Defects are marked by green boxes. 
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Details of sections through the three-dimensional volumetric reconstruction of AAO 

infiltrated with PS for 3 minutes obtained by phase-contrast X-ray computed tomography 

are shown in Figure 4.2. These details are reproduced with single-pixel resolution. Each 

pixel represents a data point in the volumetric reconstruction. The edge lengths of the pixels 

correspond to 64 nm. Figure 4.2a displays a detail of a xy slice, that is, a section normal to 

the AAO pore axes, which intersects empty AAO pore segments close to the imbibition 

front. The detail of the section along the AAO pore axes displayed in Figure 4.2b shows 

the imbibition front. The orientation of the section is the same as that of the xz slice displayed 

in Figure 4.1b. Furthermore, the section shows a similar sample region. Remarkable 

features are the dark dot-like areas approximately in the center, which mark the imbibition 

front within the AAO pores. Figure 4.2b demonstrates the advantages of the phase-contrast 

mode, in which phase boundaries, such as the boundary between PS and air at the imbibition 

front in the AAO pores, are highlighted. In both sections shown in Figure 4.2. the AAO 

pores are clearly discernible. It should be noted that the surfaces of the AAO pore walls may 

intersect pixels, which thus contain brightness contributions from the AAO pore walls and 

from the AAO pore volume. 

In general, a pixel can cover two or more objects, the boundary of which intersects the pixel. 

Therefore, considering two times the pixel edge length, i.e., the minimum distance between 

a pixel center and the center of its second-nearest neighbor, is suggested as the resolution 

limit (here 128 nm). This resolution limit is, however, still sufficient to resolve single AAO 

pores. 
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a)                                                                b) 

Figure 4.2. Sections with a width of 28 pixels and a height of 24 pixels through the volumetric reconstruction 

of AAO infiltrated for 3 min at 200°C with PS. Each pixel has edge lengths of 64 nm and corresponds to one 

data point. a) Slice normal to the AAO pore axes (xy slice) intersecting empty AAO pore segments close to 

the imbibition front. The empty AAO pores appear dark, the AAO pore walls bright. b) Section along the AAO 

pore axes showing the imbibition front. Empty pore segments are at the top, PS-filled AAO pore segments on 

the bottom. 

 

As obvious from a pixel intensity line profile along a part of a pixel row of Figure 4.2a 

shown in Figure 4.3, about 3 linearly arranged contiguous pixels with low pixel intensities 

represent the pores, which are separated by pore walls indicated by 1-2 pixels with high 

pixel intensities. In between, 1-2 pixels with intermediate pixel intensities with contributions 

from both the AAO pores and the AAO pore walls can be seen. The selected resolution 

allows the coverage of both the imbibition front and the AAO surface, as required to 

determine the imbibition lengths, and enables the evaluation of a large, four-digit number 

of AAO pores to ensure statistical reliability. 
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Figure 4.3. Pixel intensity line profile taken from a xy slice of a volumetric reconstruction of X-ray computed 

tomography data of AAO infiltrated for 3 min at 200°C with PS. The xy slice intersects empty AAO pore 

segments close to the imbibition front. Each pixel has edge lengths of 64 nm and corresponds to one data point. 

a) Detail of the xy slice with single-pixel resolution. b) Pixel intensity line profile along the center pixel row 

in panel a) (marked by green square). Note that the orientation of the pixel row, i.e., the orientation of the pixel 

intensity line profile, does not necessarily coincide with the direction of the shortest connection between two 

AAO pore centers corresponding to the nearest-neighbor distance. 

 

4.1.2  Root mean square roughness as statistical descriptor 

Each of the three imaging techniques described in Chapter 3 (cf. Sections 3.3, 3.4 and 3.5) 

consists of 2D visualizations or 3D reconstructions of the PS-imbibed membranes. The 2D 

images as well as slices of 3D reconstructions may show cross-sectional views 

approximately normal to the membrane surfaces. The images were obtained or processed in 

such a way that the bulk PS surface films are at the bottom, the PS-filled pore segments in 

the middle and the empty parts of the membranes are at the top (Figure 1.1). The three 

mentioned areas are differentiable with the naked eye and contain distinctive pixel 

brightness value distributions that can thus be quantified statistically. 

The arithmetic mean (Imean) and root mean square roughness (Rq) of the pixel intensities 

along rows of pixels parallel to the membrane surfaces corresponding to the x direction of 

the reference coordinate system, were tested to quantify the morphological features of 
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interest, the PS surface film, the membrane surface and the imbibition front position and 

width, however, both the X-ray CT datasets, in particular CPG data sets, were particularly 

challenging regarding data extraction from the imbibition front positions and widths, as 

compared to SEM and EDX, due to the minute contrast differences between the PS, CPG 

pore walls and empty space as well as the spongy pore structure of CPG. Therefore, the 

CPG and AAO X-ray CT data sets (Figure 4.4) were used as statistical descriptor choice 

limiting factor.  

The pixel brightness dispersion along rows of pixels parallel to the membrane surfaces, 

“second moment” of the pixel brightness frequency density, denoted Rq,s or Rq,EDX was 

chosen as statistical descriptor rather than the arithmetic mean value Imean of the pixel 

intensities along rows of pixels parallel to the membrane surfaces, “first moment” of the 

pixel brightness frequency density. To illustrate why, the arithmetic mean Imean (D) 

(Equation 4.1) profiles that represents the arithmetic mean value of pixel intensities along a 

pixel row in x-direction as a function of D and the Rq,s (D) (Equation 4.2) profiles that 

represent the average pixel brightness dispersion along a pixel row in x-direction as a 

function of D of single slices of the X-ray CT data sets of AAO with ti = 30 min (Figure 

4.4c,d) and CPG with ti = 90 min (Figure 4.4a,b) were calculated with the software 

Gwyddion.[125] The original 16-bit xy slices encompassing 65536 shades of gray were 

resliced so as to obtain xz slices and tilt-corrected using an ImageJ reference grid. As a 

result, in the processed xz slices the membrane surface was horizontally oriented. The Imean 

(D) and Rq,s (D) were calculated with the following equations: 

𝐼𝑚𝑒𝑎𝑛 =
1

𝑁
∑ 𝐼𝑗

𝑁
𝑗=1                          (Equation 4.1) 

𝑅𝑞,𝑠 = √
1

𝑁
∑ (𝐼𝑗 − 𝐼𝑚𝑒𝑎𝑛)

2𝑁
𝑗=1                          (Equation 4.2) 
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N is the number of pixels per row, Ij is the brightness value of pixel j, j the index of 

summation (1≤ j ≤ n) and Imean the mean brightness value of all pixels in the considered row. 

Thus, for each pixel row at a certain distance D to the surfaces of the AAO and CPG 

membranes an Rq,s (D) value was obtained. 

In Figure 4.4, it can be seen that the Rq,s descriptor delivers very prominent features at the 

surface of the membranes as well as at the approximate position of the imbibition front in 

the form of peaks or steps as compared to Imean. The Imean (D) and the Rq (D) profiles of CPG 

membranes infiltrated with PS for different infiltration times ti = 3, 20, 30 and 90 minutes 

are shown in Figure 4.5. The green area represents the empty pore segments, the orange 

area the PS filled pore segments and the blue area the bulk PS surface films. The color-

coded areas were chosen qualitatively from features representing the CPG membrane 

surface and the position of the imbibition front from the Rq (D) profiles and replicated in the 

Imean (D) profiles for comparison.  
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a)       b) 

    

c)       d) 

Figure 4.4. The Imean (D) (red lines) and Rq,s (D) profiles (green lines) superimposed on 16-bit xz slices 

encompassing 65536 shades of gray through the volumetric reconstruction of the sample volumes obtained 

from X-ray computed tomography data from CPG and AAO membranes infiltrated with PS at 200°C. The 

distance D to the membrane surfaces is plotted along the vertical axis (corresponding to the z direction 

reference coordinate system). The horizontal axis represents the x direction of the reference coordinate system 

in the probed sample volume. a) Imean (D) profile of CPG infiltrated for 90 minutes. b) Rq,s (D) profile of CPG 

infiltrated for 90 minutes. c) Imean (D) profile of AAO infiltrated for 30 minutes. d) Rq,s (D) profile of AAO 

infiltrated for 30 minutes. 
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Figure 4.5. Evaluation of a cross-section of CPG infiltrated with PS for ti = 3, 20, 30 and 90 minutes using 

mean pixel intensities Imean of pixel rows parallel to the CPG membrane surface as descriptor. Imean is plotted 

as a function of the distance D to the CPG membrane surface. For comparison, the corresponding Rq (D) 

profiles are also displayed. The distance D to the membrane surface is plotted along the vertical axes 

corresponding to the z-axis of the external reference coordinate system. Empty parts of the membranes are 

seen at the top (green area), membrane parts with PS-filled pore segments in the middle (orange area), and the 

bulk PS surface films on the membrane surfaces on the bottom (blue area).  

 

For the 8-bit 2D EDX maps of the intensity of the carbon Kα peak indicating the distribution 

of PS, which predominantly consists of carbon, infiltrated at 200° C for 3 minutes AAO and 

CPG samples (Figure 4.6), the Imean and Rq,EDX descriptors provided very similar results but 

Rq,EDX delivered more prominent steps at the interface between PS-infiltrated and empty 

membrane, thus Rq,EDX  was chosen for consistency with results from X-ray CT data sets. 

The 2D EDX maps were adjusted in such a way that the surfaces of the AAO and CPG 

membranes were parallel to the x axis of an external reference coordinate system, whereas 

the distance D to the membrane surface was measured along the z axis oriented 

perpendicularly to the membrane surfaces (and parallel to the AAO pores). The intensities 

of the carbon Kα peaks were encoded by 256 shades in a color space ranging from black 

(relative peak intensity zero) to red (relative peak intensity 1). The average root mean square 
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roughness Rq,EDX of the pixel intensities along rows of pixels in the x direction parallel to 

the surfaces of the AAO and CPG membranes was calculated using the software 

Gwyddion[125] according to: 

𝑅𝑞,𝐸𝐷𝑋 = √
1

𝑁
∑ (𝐼𝑗 − 𝐼𝑚𝑒𝑎𝑛)

2𝑁
𝑗=1                          (Equation 4.3) 

N is the width of the evaluated 2D EDX maps in pixels, i.e., the number of pixels per row 

in the x direction parallel to the surfaces of the AAO and CPG membranes. The pixel 

intensity is denoted Ij, where j is the index of summation (1 ≤ j ≤ N), and Imean denotes the 

mean pixel intensity of all pixels in the considered row. Thus, for each pixel row at a certain 

distance D to the surfaces of the AAO and CPG membranes an Rq,EDX (D) value was 

obtained. 
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Figure 4.6. Evaluation of 2D EDX maps of a cross-section of CPG infiltrated with PS for infiltrated with PS 

for ti = 3 minutes using mean pixel intensities Imean of rows of pixels, on an 8-bit scale encompassing 256 

shades of red, parallel to the CPG membrane surface as descriptor. The carbon Kα peak intensity 0.277 keV 

was mapped. Imean is plotted as a function of the distance D to the CPG membrane surface (pink curve). For 

comparison, the corresponding Rq (D) profile of the pixel intensities on an 8-bit scale encompassing 256 shades 

of red is also displayed (light blue curve). The Imean (D) and Rq (D) profiles are superimposed on the 

corresponding EDX map, which is in turn superimposed on the SEM image of the mapped area. The distance 

D to the membrane surface is plotted along the vertical axes corresponding to the z-axis of the external 

reference coordinate system. Empty parts of the membranes are seen at the top, membrane parts with PS-filled 

pore segments in the middle, and the bulk PS surface films on the membrane surfaces on the bottom.  
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4.2  Analysis of X-ray CT Data of Imbibed AAO Based on Pore Center 

Identification 

4.2.1  Description of volumetric reconstruction analysis algorithm 

The extraction of the relevant features from the volumetric reconstructions obtained by 

phase-contrast X-ray computed tomography, which include the position of the imbibition 

front relative to the surface of the AAO membrane (the average imbibition length La) and 

the width of the imbibition front, could not be achieved by segmentation procedures. Figure 

4.7a shows a three-dimensional region of interest cropped from a volumetric reconstruction 

of the morphology of AAO, which was infiltrated with PS for 3 minutes at 200 °C. The PS 

surface film is located on the very bottom, the PS-filled AAO pore segments are seen in the 

lower part on top of the PS surface film and the part of the AAO membrane, in which the 

AAO pores are empty, on top. The contrast differences between empty and PS-filled pore 

segments as well as between PS-filled pore segments and AAO pore walls are minute. 

Moreover, brightness fluctuations occur not only between but also within the AAO pore 

walls as well as the PS-filled and the empty AAO pore segments. Hence, a semi-automated 

algorithmic procedure was devised to extract single-pore imbibition lengths Ls from the 

morphology reconstructions obtained by phase-contrast X-ray computed tomography, 

which can be divided into three stages. 

Stage 1 comprises data import and preprocessing. After volumetric reconstruction, a suitable 

sub-volume containing an array of intact AAO pores was manually cropped for further 

evaluation (Figure 4.7a). The cropped volume was then rotated to align the AAO pore axes 

with the z-axis of a Cartesian coordinate system employed as external reference framework 

using a standard implementation that employs bicubic interpolation for high-quality 

results.[126] As a result, stacks of xy slices oriented normal to the AAO pore axes were 
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obtained. Then, the brightness values of the pixels constituting the xy slices in the selected 

sub-volume were normalized to one. 

Stage 2 comprises the identification of the center coordinates of the AAO pores, which need 

to be determined with high precision because they are used to extract brightness profiles 

along the identified AAO pores. Thus, a set of AAO pore center coordinates was generated 

as follows. Several (here 10 – 40) adjacent xy slices intersecting empty AAO pore segments 

close to but ahead of the imbibition front were condensed into one “stage 2” xy slice. By 

this procedure, the signal-to-noise ratio and the contrast between pore walls and pores was 

improved. The condensed “stage 2” xy slice was binarized applying a relative luminance of 

30 % as threshold value. The coordinates of the black foreground pixels in the binarized 

averaged xy slice represent a single 2D point cloud with multiple clusters representing the 

AAO pores. Cluster centers were identified by nonparametric clustering applying a custom-

made variation of mean-shift clustering[127], which enables fast computation with limited 

need of memory.  

First, the brightness values of the binarized averaged xy slices were initialized as an input 

matrix by ascribing a frequency value of 1 to black foreground pixels belonging to the AAO 

pores and a frequency value of 0 to bright background pixels belonging to the AAO pore 

walls. Clustering was achieved iteratively. A local neighborhood of size 11 x 11 pixels2 was 

defined around each non-zero pixel and computed the respective center of mass. In the first 

iteration, these non-zero pixels were the black pixels of the input image. The y-coordinate 

of the center of mass was the arithmetic mean of the y-coordinates of the non-zero pixels 

inside the neighborhood weighted by their frequency value. As initially a value of 1 was 

assigned to the black pixels, in the first iteration all weights were 1. The x-coordinate of the 

center of mass was computed in the same way. The initially considered black pixel in the 
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center of its neighborhood was then shifted to the neighborhood’s center of mass. This 

operation increased the frequency value ascribed to the location of the center of mass by the 

frequency value of the displaced center pixel – in the first iteration by 1. This increase was 

done in a new matrix, which was initialized with a frequency value of zero for all pixels. 

Conducting this operation for all black pixels yielded a new output matrix, in which integer 

frequency values were assigned to all pixel positions in the binarized averaged xy slice. The 

output matrix of the first iteration was then used as input matrix for the second iteration, in 

which the same steps as in the first operation were repeated. Further iterations were carried 

out until the output matrices of successive iterations converged. As a result, the black pixels 

representing specific AAO pores collapsed into a single xy pixel position. The 

computational effort linearly scaled with the number of black foreground pixels in the 

binarized and averaged xy slice, because black foreground pixels belonging to specific AAO 

pores constituted small clusters with similar size and shape so that the convergence of the 

pixel clusters representing specific AAO pores required approximately the same time. As 

clusters may merge during an iteration, fewer pixels needed to be processed in subsequent 

iterations. In this way, the center coordinates of several thousand AAO pores were computed 

within seconds.  

Figure 4.7b and Figure 4.8a show the positions of the AAO pores identified in a 

representative square area with an edge length of 19.134 µm. Figure 4.8b shows the Fourier 

spectrum obtained with Figure 4.8a as input image as well as the corresponding radial 

intensity profile rescaled into the real space. The radial intensity profile in Figure 4.8b 

shows a characteristic peak (at position indicated with a “2”) representing the nearest-

neighbor distance of the AAO pores. However, the obtained set of center coordinates does 

not contain all AAO pores present in the probed sample volume. Using the program ImageJ, 
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1504 identified AAO pores were counted, whereas the number of AAO pore expected for a 

perfect hexagonal lattice with a lattice constant of 500 nm would amount to 1691. 

Stage 3 comprises the identification of the single-pore imbibition lengths. In each xy slice 

obtained in stage 1 the mean brightness values of 5 x 5 contiguous pixels surrounding the 

AAO pore centers identified in stage 2, which cover an area extending 320 x 320 nm2, were 

calculated. The brightness values obtained for a specific AAO pore center from all xy slices 

were then arranged in a one-dimensional brightness tuple along the AAO pore axis (parallel 

to the z axis of the reference coordinate system). After linear detrending and normalization 

of the pixel brightness values, each tuple represents the brightness profile along the 

considered AAO pore. The brightness tuples obtained in this way were assembled into a 

brightness tuple image (Figure 4.7c), in which each vertical pixel column is a brightness 

tuple representing the brightness profile along one AAO pore (Figure 4.7d). Note that the 

sequence of the brightness tuples has no physical meaning.  

The brightness tuple images differ from the volumetric reconstructions of the sample 

morphology directly accessible by phase-contrast X-ray computed tomography in that the 

contribution of the AAO pore walls is removed from the region of interest around the 

imbibition front. The removal of the contribution of the AAO pore walls is crucial for the 

identification of the imbibition front by phase contrast imaging because phase contrast only 

emerges at the menisci separating PS-filled and empty pore segments. Thus, the boundary 

between PS-filled and empty AAO pore segments is, as compared to the original volumetric 

reconstruction (Figure 4.2a and Figure 4.7a), much more pronounced in the brightness 

tuple image seen in Figure 4.7c. The imbibition front appears in the brightness tuple images 

as a pronounced dark band oriented perpendicular to the brightness tuples and the AAO pore 

axes. The approximate position of the imbibition front was determined by visual inspection. 
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Then, segments of the brightness tuples centering about the dark band were selected. The 

selected segments of the individual brightness tuples were linearly detrended. The z position 

of the darkest pixel within the detrended segments was determined as position of the 

imbibition front in the AAO pore represented by the considered brightness tuple. 
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a)                                                                                  b) 

c)     d)      

Figure 4.7. Phase-contrast X-ray computed tomography of an AAO membrane infiltrated with PS for 3 

minutes. a) Cropped reconstructed volume of interest; b) View of a xy slice of the reconstructed volume of 

interest oriented perpendicularly to the AAO pore axes. The centers of the identified AAO pores are marked 

by red dots. c) Brightness tuple image, in which vertical pixel columns correspond to brightness tuples 

representing the brightness profiles along the identified AAO pores at the positions of the red dots in panel b). 

The distance to the AAO surface D is plotted along the vertical axis, which is oriented parallel to the AAO 

pore axes. The horizontal axis represents an arbitrary index number ascribed to each considered AAO pore 

without physical meaning. d) Schematic representation of the brightness profile along a single AAO pore. 
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a)        b) 

Figure 4.8. AAO pore centers identified in X-ray computed tomography data by a custom-made iterative 

variation of mean-shift clustering. a) AAO pore centers marked by red dots, which were identified in the xy 

slice oriented normal to the AAO pore axes shown in Figure 4.1a b) Fourier spectrum of the dot pattern 

displayed in panel a) and radial intensity profile of the Fourier spectrum rescaled into the real space. A diffuse 

outer ring 1 corresponding to peak 1 represents the dot diameters. The more pronounced inner ring 2 

corresponding to peak 2 represents the nearest-neighbor distance between adjacent AAO pores. The radial 

intensity profiles were obtained with the ImageJ plugin “Radial Profile Plot” (Author: Paul Baggethun, 

Pittsburgh, PA; https://imagej.nih.gov/ij/plugins/radial-profile.html; accessed on September 21, 2021). The 

intensities of all pixels forming a circle about the center point of the Fourier spectrum were added, and the 

sum was divided by the number of considered pixel. The obtained values were plotted against the spatial 

frequency and were rescaled into the real space by dividing the spatial frequency by the edge length of the 

original real space image yielding the evaluated Fourier spectrum. 

 

 

4.2.2  Calculation of single pore imbibition lengths Ls  

To calculate the single pore imbibition length Ls, the distance between the position of the 

imbibition front and the position of the AAO surface needs to be determined. In the 

brightness tuple images (Figure 4.9), the position of the AAO surface appeared as a bright 

band consisting of local brightness maxima in the brightness tuples. This outcome is, at first 

glance, unexpected because no interface separates the PS in the PS-filled AAO pore 

segments at the pore openings from the bulk PS film located on the AAO surface. However, 

the center coordinates of the AAO pores were determined from xy slices close to but ahead 

of the imbibition front. It was assumed, that the brightness tuples trend the more away from 

the AAO pore axes the larger the distance to the imbibition front is. Considering that every 
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pixel of the brightness tuples represents an area extending 320 x 320 nm2 normal to the 

brightness tuple, it is straightforward to assume that the brightness tuples at the position of 

the AAO surface contain significant phase contrast contributions emerging from the 

interface between the AAO matrix and the bulk PS film located on the AAO surface. Thus, 

in the individual brightness tuples the position of the AAO surface is marked by local 

brightness maxima. The positions of these local brightness maxima were determined in the 

same way as the positions of the imbibition front. Therefore, trending of the brightness 

tuples away from the AAO pore axes is here rather an advantage than a drawback. As a 

result, for each brightness tuple, that is, for each AAO pore, Ls could be determined as the 

distance between the brightness minimum representing the imbibition front and the 

brightness maximum representing the AAO surface.  
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a)  

b)  

c)  

d)  

e)  

f)   

Figure 4.9. Brightness tuple images, in which vertical pixel columns correspond to brightness tuples 

representing the brightness profiles along the identified AAO pores infiltrated a) for 3 minutes, (1504 y-tuples 

x 327 pixels), b) for 10 minutes, (4796 y-tuples x 289 pixels), c) for 20 minutes, (2358 y-tuples x 380 pixels), 

d) for 30 minutes, (1304 y-tuples x 391 pixels), e) 70 minutes, (2631 y-tuples x 751 pixels) and f) for 90 

minutes, (1407 y-tuples x 327 pixels) with PS at 200 °C. The PS surface film is at the bottom, the PS-filled 

segments is in the center and the empty pore segments at the top of the images. The original dimensions of all 

images were modified to fit the page. 
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4.2.3  Average position of the imbibition front 

A straightforward approach to determine the average imbibition length La, hereafter referred 

to as CT-mean, is the calculation of the arithmetic mean value of the imbibition lengths Ls 

of the individual AAO pores extracted from the corresponding brightness tuples (Figure 

4.10). A second approach to determine La, hereafter referred to as CT-rms, involves the 

evaluation of horizontal brightness fluctuations in the brightness tuple images normal to the 

brightness tuples and the AAO pore axes, that is, parallel to the AAO surface. For this 

purpose, rows of pixels with the same z value oriented normal to the brightness tuples and 

the AAO pore axes (Figure 4.7c and Figure 4.9) were evaluated. Each of these pixel rows 

contains exactly one pixel of each brightness tuple. Pixel rows behind the imbibition front 

at distances D from the AAO surface, where all AAO pores are filled with PS, consist of 

relatively bright pixels. Pixel rows ahead of the imbibition front at D values, where all AAO 

pores are empty, contain somewhat darker pixels. Because of the non-zero imbibition front 

width pixel rows at D values approximately corresponding to La contain bright pixels 

belonging to AAO pore segments filled with PS (Ls > D), somewhat darker pixels belonging 

to empty AAO pore segments (Ls < D) and very dark pixels indicating the boundary between 

empty and filled AAO pore segments (Ls ≈ D). The situation at the AAO surface is similar. 

Pixel rows belonging to the bulk PS film on the AAO surface (D < 0 µm) consist of relatively 

dark pixels, while the interface between AAO and bulk PS surface film is indicated by very 

bright pixels. However, since the position of the brightness maximum slightly varies 

between the individual brightness tuples, pixel rows at the approximate position of the AAO 

surface (D ≈ 0 µm) contain dark pixels belonging to the bulk PS surface film, brighter pixels 

belonging to filled AAO pore segments and very bright pixels representing the interface 

between the AAO and bulk PS surface film. Therefore, particularly pronounced scattering 

of the pixel brightness values along the pixel rows normal to the brightness tuples 
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representing the brightness profiles along the AAO pores indicates the position of the 

relevant interfaces, i.e., the imbibition front and the AAO surface Figure 4.10a).  

To identify the positions of the imbibition front and the AAO surface, the y-tuple root mean 

square roughness Rq,y of the pixel brightness values along rows of pixels normal to the 

brightness tuples in 8-bit brightness tuple images were calculated using the software 

Gwyddion[125] according to: 

𝑅𝑞,𝑦 = √
1

𝑁
∑ (𝐼𝑗 − 𝐼𝑚𝑒𝑎𝑛)

2𝑁
𝑗=1                          (Equation 4.4) 

N is the number of pixels per row, Ij the gray value of pixel j, Imean the mean gray value of 

all pixels in the considered row and j the index of summation (1 ≤ j ≤ N). If Rq,y is plotted 

against the distance D from the AAO surface (Figure 4.10b), the average imbibition length 

La corresponds to the distance between the Rq,y extrema indicating the positions of the 

imbibition front and the AAO surface (Figure 4.10d). 
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c)       d)  

Figure 4.10. a) Brightness tuple image obtained from AAO infiltrated with PS for 3 minutes, on which the 

root mean square roughness Rq,y of the brightness values in pixel rows oriented parallel to the horizontal axis 

plotted against the distance D from the AAO surface (green) is superimposed. b) Rq,y plotted against D for 

different infiltration times ti. The AAO surface is located at D = 0 µm and indicated by a dashed green line. 

The indicated Rq,y interval corresponds to a range of 40 out of 256 shades. c) Average imbibition lengths La(ti) 

plotted against the square root ti
1/2 of the imbibition time ti obtained with method CT-mean. The error bars 

correspond to the standard deviation. d) Average imbibition lengths La(ti) plotted against the square root ti
1/2 

of the imbibition time ti obtained with method CT-rms. The error bars correspond to the standard deviation 

obtained from the Gaussian fit to the imbibition front peak. 

 

4.2.4  Quantification of the imbibition front width 

The standard deviations σ of the frequency densities of the single-pore imbibition lengths Ls 

were calculated from phase-contrast X-ray computed tomography data (method CT-mean, 

Figure 4.11a). As another approach to quantify the widths of the imbibition fronts, the root 
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mean square roughness profiles Rq,y(D) obtained by method CT-rms were evaluated, which 

are displayed in Figure 4.10b. As a measure of the imbibition front width, the standard 

deviations σG of Gaussian fits to the peaks representing the imbibition front were determined 

(Figure 4.11b).  
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c)       d) 

Figure 4.11. Evaluation of the imbibition front width in PS-infiltrated AAO. a), b) Histograms displaying the 

relative frequency of the single-pore imbibition length Ls (bin size ΔLs = 0.5 μm) for different infiltration times 

ti obtained by methods a) CT-mean and b) SEM-mean. c) Gaussian fit (solid red line) to a Rq,y(D) profile (root 

mean square roughness Rq,y plotted against the distance D from the AAO surface) obtained by method CT-

rms. Here, the Rq,y(D) profile for ti = 3 minutes is exemplarily shown. The dashed yellow line marks the 

position of the AAO surface and the purple dash-dot line the position of the imbibition front. 
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4.3  Comparative Analysis of X-ray CT Data of Imbibed AAO and CPG based on 

Real-Space Pixel Intensity Roughness 

4.3.1  Batch extraction of roughness profiles 

As discussed in Section 4.2.1, X-ray computed tomography of AAO and CPG membranes 

infiltrated with PS for different imbibition times ti yielded volumetric reconstructions of the 

probed sample volumes consisting of 16-bit xy slices, which were approximately parallel to 

the membrane surfaces and the xy plane of the reference coordinate system (Figure 4.1b,d). 

While the volumetric reconstruction analysis algorithm employed in Section 4.2.1 based on 

pore center identification works for AAO membranes with pores oriented along the z axis 

and arranged in a hexagonal lattice, it is not applicable to CPG membranes in which the 

pores form spongy interconnected networks. For this purpose, an adapted version of method 

CT-rms was employed to analyze real space pixel intensity roughness of both AAO and 

CPG membranes, hereafter referred to as Batch-CT-rms.  

At first, a suitable sub-volume of the volumetric reconstructions of the probed sample 

volume was selected. Using the software ImageJ,[128] the original 16-bit xy slices were 

resliced so as to obtain xz slices and tilt-corrected using an ImageJ reference grid. As a 

result, in the processed xz slices the membrane surface was horizontally oriented (Figure 

4.12). The z axis was oriented normal to the membrane surface and parallel to the AAO pore 

axes (Figure 4.12a). The selected volumes of interest of the xz slices contained portions of 

the PS surface film, PS-filled pore segments and empty pore segments, while visible large 

artifacts, such as the edges of the sample or large cracks (green boxes in Figure 4.1b,d) 

were excluded.  
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a)                                                                                                      b) 

Figure 4.12. Parts of processed a) AAO and b) CPG xz slices normal to the membrane surfaces obtained by 

X-ray computed tomography. The AAO and CPG membranes were infiltrated with PS for 3 min at 200°C. 

Each pixel has edge lengths of 64 nm and corresponds to one data point. The shown areas extend 10.05 x 10.05 

µm2. Empty parts of the membranes are seen at the top, membrane parts with PS-filled pore segments in the 

middle, and the bulk PS surface films on the membrane surfaces on the bottom. Empty membrane pores appear 

dark, the pore walls bright. 

 

Secondly, a MATLAB (R2021a, MathWorks Corporation) script was used to extract 

matrices from the processed xz slices, in which gray values were assigned all combinations 

of x and z values representing positions of pixels. The pixel gray values were then 

normalized to a scale ranging from 0 to 1. For each row of pixels along the x direction 

parallel to the membrane surface a roughness value Rq,s for the pixel brightness values was 

calculated according to Equation (4.2) (cf. Section 4.1.2).  

Thus, for each xz slice a single-slice Rq,s(D) profile was obtained that represents the average 

pixel roughness along a pixel row in x direction as a function of D. The single-slice Rq,s(D) 

profiles are one-dimensional roughness tuples oriented normal to the membrane surfaces 

and parallel to the z direction, which can be considered projections of the properties of the 

two-dimensional xz slices along the x direction onto the z axis of the reference coordinate 

system.  
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Thirdly, all single-slice Rq,s(D) profiles of the considered volume of interest were assembled 

into a two-dimensional array (“color map”) lying in the yz plane of the reference coordinate 

system (Figure 4.13 and Figure 4.14). Each vertical pixel row parallel to the z axis 

represents a single-slice Rq,s(D) profile. The sequence, in which the single-slice Rq,s(D) 

profiles are arranged in the yz color maps, corresponds to the real-space sequence of the 

corresponding xz slices. Therefore, the yz color maps are two-dimensional Rq,s maps of the 

probed sample volume in the yz plane; for each yz position, the Rq,s values representing the 

dispersion of the pixel brightness along the x direction are plotted in the yz plane. 
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Figure 4.13. yz color maps of AAO membranes infiltrated with PS at 200°C, in which each vertical pixel 

column represents a single-slice Rq,s(D) profile of an xz slice through the volumetric reconstruction of the 

sample volume obtained from X-ray computed tomography data. The distance D to the AAO membrane 

surface is plotted along the vertical axis (corresponding to the z direction reference coordinate system). The 

horizontal axis represents the y direction of the reference coordinate system in the probed sample volume. On 

the color maps the color map Rq,c(D) profiles (black) are superimposed. The imbibition times ti amounted to 

a) 3 minutes, b) 10 minutes, c) 20 minutes, d) 30 minutes, e) 70 minutes and f) 90 minutes.  
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c)       d) 

Figure 4.14. yz color maps of CPG membranes infiltrated with PS at 200°C, in which each vertical pixel 

column represents a single-slice Rq,s(D) profile of an xz slice through the volumetric reconstruction of the 

sample volume obtained from X-ray computed tomography data. The distance D to the AAO membrane 

surface is plotted along the vertical axis (corresponding to the z direction reference coordinate system). The 

horizontal axis represents the y direction of the reference coordinate system in the probed sample volume. On 

the color maps, color map Rq,c(D) profiles (black) are superimposed. The imbibition times ti amounted to a) 3 

minutes, b) 20 minutes, c) 30 minutes and d) 90 minutes. 

 

Fourthly, color map Rq,c(D) profiles (black curves in Figure 4.13 and Figure 4.14) were 

calculated for each pixel row parallel to the y direction, that is, for each D value along the z 

axis:  
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𝑅𝑞,𝑐 =
1

𝑛
∑ 𝑅𝑞,𝑠,𝑗

𝑛
𝑗=1   (Equation 4.5) 

In Equation 4.5, n is the total number of considered xz slices corresponding to the total 

number of single slice Rq,s(D) profiles assembled in the yz color maps. The index j represents 

the number of the xz slice yielding the considered single-slice Rq,s(D) profile in the stack of 

xz slices representing the real-space structure of the volume of interest. The Rq,c(D) profiles 

were calculated using the original 16 bit gray-scale single-slice Rq,s(D) profiles, i.e., the 

color coding of the single-slice Rq,s(D) profiles was only used for the color map 

visualizations. The color map Rq,c(D) profiles are one-dimensional projections of the 

properties of the yz color maps. Since the latter are in turn 2D projections of the properties 

of the volume of interest in the x direction parallel to the membrane surfaces, the color map 

Rq,c(D) profiles are one-dimensional representations of the properties of the volume of 

interest in the direction normal to the membrane surface. The three characteristic parts of 

PS-Infiltrated AAO (Figure 4.15a) and CPG (Figure 4.15b) membranes are represented by 

three distinct segments of the color map Rq,c(D) profiles. The areas representing the bulk PS 

surface films (bottom in Figure 4.15) have the lowest pixel intensity dispersion, that is, the 

lowest Rq,c(D) values. The surfaces of the AAO and CPG membranes separating the bulk 

PS surface film from PS-infiltrated membrane portions are marked by a stepwise increase 

(1) in the color map Rq,c(D) profiles (Figure 4.15). The higher Rq,c(D) values in the 

membrane portions filled with PS are caused by the pixel intensity differences between 

pixels located in the PS-filled pores and pixels located in the PS-filled pore walls (pixels 

intersected by the pore walls have intermediate pixel intensities). The position of the 

imbibition front is marked by a second stepwise increase (2) in Rq,c(D) because the 

difference in the pixel intensities between pixels located in the oxidic pore walls and in 

empty pores is even more pronounced than the difference in the pixel intensities between 

pixels located in the oxidic pore walls and in PS-filled pore segments. The stepwise 
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increases (1) in Rq,c(D) representing the membrane surfaces as well as the stepwise increases 

(2) in color map Rq,c(D) profiles obtained from AAO samples representing the imbibition 

fronts in the AAO samples are superimposed by peaks. Only the stepwise increases (2) in 

color map Rq,c(D) profiles obtained from CPG samples representing the imbibition fronts in 

the CPG samples have classical step-like shapes. Therefore, for AAO and CPG membranes 

different approaches were used to obtain the average imbibition lengths La and measures of 

the imbibition front widths.  
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a)       b) 

Figure 4.15. Rq,c(D) profiles plotted against the distance D to the membrane surface obtained for PS-infiltrated 

AAO and CPG membranes by evaluation of X-ray computed tomography data and their analysis to determine 

the average imbibition front position La and to quantify the imbibition front width. The positions of the 

membrane surfaces at D ≈ 0 µm are indicated by dashed grey lines and the Rq,c steps labelled (1). The Rq,c 

steps labelled (2) indicate the average positions La of the imbibition front. a) AAO Rq,c(D) profiles. b) CPG 

Rq,c(D) profiles. a) AAO Rq,c(D) profiles containing ~2705 pores (ti = 3 min), ~7166 pores (ti = 10 min), ~3041 

pores (ti = 20 min), ~2830 pores (ti = 30 min), ~3216 pores (ti = 70 min) and ~2961 pores (ti = 90 min). The 

pore numbers were estimated by assuming a perfect hexagonal pore lattice with a lattice constant of 500 nm. 

b) CPG Rq,c(D) profiles, the analyzed volumes of interest amounted to ~32834 µm3 (ti = 3 min), 41940 µm3 (ti 

= 20 min), 53194 µm3 for (ti = 30 min) and 47108 µm3 (ti = 90 min). 

 

4.3.2  Determination of average imbibition lengths and imbibition front width 

descriptors of AAO and CPG  

The average imbibition lengths La for AAO samples were determined as follows. The first 

derivatives dRq,c/dD of the color map Rq,c(D) profiles were calculated. Then, the positions 

of the maxima of the two largest peaks of the first derivatives dRq,c/dD were identified, 
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which represent the AAO membrane surface at D = 0 µm (peak (1) and the green dashed 

line in Figure 4.16a) and the position of the imbibition front (peak (2) and the purple 

dashed-dot line in Figure 4.16a). The distances between the maxima (1) and (2) were 

assumed to correspond to the average imbibition lengths La. As a descriptor of the imbibition 

front width, the standard deviations σG of Gaussian fits (red solid line in Figure 4.16a) to 

the peaks (2) of the color map Rq,c(D) profiles were calculated. The obtained La and σG are 

shown in Figure 4.17. 
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a)       b) 

Figure 4.16. Determination of the average imbibition lengths La and measures of the imbibition front widths 

for PS-infiltrated AAO and CPG membranes. a) AAO color map Rq,c(D) profile (black) for ti = 3 min, its first 

derivative dRq,c/dD (blue) and a Gaussian fit (red) to the color map Rq,c(D) profile in the D range where the 

imbibition front is located. La is the difference between the D values of the peak maximum positions of the 1st 

derivative dRq,c/dD indicating the presence of the imbibition front [peak (2), purple dashed-dot line] and the 

AAO surface at D = 0 µm [peak (1); green dashed line]. b) CPG color map Rq,c(D) profile (black) for ti = 3 

min, its first derivative dRq,c/dD (blue) and a sigmoidal Boltzmann fit Rq,c,B(D) (red) to the color map Rq,c(D) 

profile in the D range where the imbibition front is located. La is the difference between the D values of the 

peak maximum position (1) of the 1st derivative indicating the position of the CPG surface (green dashed line) 

and DB0, which is the D value at the half height of ΔRq,c,B step (2) of the sigmoidal Boltzmann fit indicating 

the position of the imbibition front (purple dash-dot line). A2 is the maximum value of the sigmoidal Boltzmann 

fit Rq,c,B representing the non-infiltrated part of the CPG membrane. 

 

The average imbibition lengths La for CPG samples were obtained as follows. The first 

derivatives dRq,c/dD of the color map Rq,c(D) profiles were calculated. Then, the peak 

maximum positions of peaks (1) marking the CPG surface at D = 0 µm were determined 
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(green dashed line in Figure 4.16b). The steps (2) in the color map Rq,c(D) profiles were 

fitted with a sigmoidal Boltzmann function: 

𝑅𝑞,𝑐,𝐵(𝐷) =  
𝛥𝑅𝑞,𝑐

1+𝑒𝑥𝑝(
𝐷−𝐷𝐵0

𝑘𝐵
)

+ 𝐴2  Equation 4.6 

Rq,c,B(D) is the value of the sigmoidal Boltzmann function at a distance D to the CPG surface. 

ΔRq,c,B is the height of step (2) in the Rq,c,B(D) curves. A2 is the maximum value of Rq,c,B 

representing non-infiltrated parts of the CPG membranes with empty pore segments, 

whereas DB0 is the D value at the half-heights of steps (2) and represents the positions of the 

imbibition fronts. La was determined as the difference between the positions of the inflection 

points DB0 of the sigmoidal Boltzmann fits (red solid lines in Figure 4.16b) to steps (2) of 

the Rq,c,B(D) fits and the maxima of peaks (1) of the first derivatives dRq,c/dD of the color 

map Rq,c(D) profiles marking the CPG surfaces. The slope factors kB represent the steepness 

of steps (2). Plots of the obtained La and kB values against the imbibition time ti are shown 

in Figure 4.18. 
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Figure 4.17. a) La plotted against the square root of the imbibition time ti
1/2 for AAO. Error bars correspond 

to σG as descriptor of imbibition front width. b) Imbibition front width descriptor σG plotted against the square 

root of the imbibition time ti
1/2. Solid lines are linear fits to sets of data points obtained with AAO membranes. 
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Figure 4.18. a) La plotted against the square root of the imbibition time ti
1/2 for CPG. Error bars correspond to 

kB as descriptor of imbibition front width. b) Imbibition front width descriptor kB plotted against the square 

root of the imbibition time ti
1/2. Dashed lines are linear fits to sets of data points obtained with CPG membranes. 
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4.4  Analysis of EDX Data 

4.4.1  Determination of imbibition lengths and imbibition front width descriptors 

of AAO and CPG samples 

The sponge-like structure of the CPG pores (Figure 4.19b) makes it challenging to identify 

the boundaries of the PS-infiltrated portions of the CPG membranes by visual inspection. 

Therefore, another method, hereafter referred to as EDX-rms, was developed for the 

evaluation of EDX elemental mappings that allows to determine the average imbibition 

lengths La and to quantify imbibition front widths. 

The average position La of the imbibition fronts, as well as measures of the imbibition front 

widths, were determined by statistical evaluation of 8-bit 2D EDX maps of the intensity of 

the carbon Kα peak indicating the distribution of PS, which predominantly consists of 

carbon (Figure 4.20 and Figure 4.21). In Figure 4.19, exemplary EDX carbon Kα maps 

and the corresponding SEM images of cross-sections of AAO and CPG membranes 

infiltrated with PS for 3 minutes are displayed. It shows the relevant features of a PS-

infiltrated AAO and CPG membranes, at the bottom the PS surface film on the membrane 

surfaces, in the middle PS-filled pore segments and at the top the empty parts of the 

membranes.  
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a) 

 

b) 

Figure 4.19. Exemplary 2D EDX maps showing the intensity of the carbon Kα peak and SEM images of cross 

sections of a) AAO and b) CPG infiltrated with PS for ti = 3 minutes at 200°C. At the top, empty parts of the 

membranes are seen. PS-filled pore segments are seen in the middle. At the bottom, bulk PS surface films are 

seen. The shown areas extend 14.47 x 14.47 µm2. 
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a)           b) 

   

c)           d) 

 

   

e)           f) 

Figure 4.20. 2D EDX maps showing the intensity of the carbon Kα peak of cross-sections of AAO membranes 

infiltrated with PS at 200 °C for a) 3 minutes, b) 10 minutes, c) 20 minutes, d) 30 minutes, e) 70 minutes and 

f) 90 minutes. Red pixels indicate the presence of carbon. At the top, empty parts of the AAO membranes are 

seen. PS-filled pore segments are seen in the middle. At the bottom, bulk PS surface films are seen. 
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a)           b) 

    

c)           d) 

    

e)           f) 

Figure 4.21. 2D EDX maps showing the intensity of the carbon Kα peak of cross-sections of CPG membranes 

infiltrated with PS at 200 °C for a) 3 minutes, b) 10 minutes, c) 20 minutes, d) 30 minutes, e) 70 minutes and 

f) 90 minutes. Red pixels indicate the presence of carbon. At the top, empty parts of the CPG membranes are 

seen. PS-filled pore segments are seen in the middle. At the bottom, bulk PS surface films are seen. 
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The average root mean square roughness Rq,EDX of the pixel intensities along rows of pixels 

in the x direction parallel to the surfaces of the AAO and CPG membranes was calculated 

in the same manner as described in Section 4.1.2 according to Equation (4.3). 

The Rq,EDX(D) profiles for all infiltration times ti exhibited two Rq,EDX steps (Figure 4.23). 

The highest Rq,EDX values were found in pixel rows located in the bulk PS films connected 

to the surfaces of the AAO and CPG membranes (bottom of Figure 4.22a,b and Figure 

4.23a,b). While the entire probed volume consists of PS, local fluctuations in the carbon Kα 

peak intensity result in high Rq,EDX values. The surfaces of the AAO and CPG membranes 

separating the bulk PS surface film from PS-infiltrated membrane portions are apparent by 

a stepwise decrease in Rq,EDX (step (1) in Figure 4.23). The areas occupied by the pore walls 

are free of carbon. In these areas, no carbon Kα intensity was detected so that no local pixel 

intensity fluctuations occur. The imbibition front is indicated by a second stepwise decrease 

in Rq,EDX (step (2) in Figure 4.23) since beyond the imbibition front only a small number of 

separated, scattered red pixels is present. Hence, the pixel rows predominantly consist of 

black pixels with little pixel intensity variations. 
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Figure 4.22. 2D EDX maps of the carbon Kα peak at 0.277 keV of cross-sections of a) an AAO membrane 

and b) a CPG membrane infiltrated with PS for 3 minutes at 200 °C. The EDX maps are superimposed on 

SEM images of the mapped areas. The distance D to the membrane surface is plotted along the vertical axes 

corresponding to the z axis of the external reference coordinate system. Empty parts of the membranes are 

seen at the top, membrane parts with PS-filled pore segments in the middle, and the bulk PS surface films on 

the membrane surfaces on the bottom. The noisy black curves superimposed on the EDX maps are Rq,EDX(D) 

profiles of the roughness Rq,EDX of the pixel intensities on an 8-bit scale encompassing 256 shades of red. The 

Rq,EDX(D) profiles represent the intensity of the carbon Kα peak along pixel rows in x direction parallel to the 

membrane surfaces (in the case of AAO normal to the pores) at specific distances D from the membrane 

surfaces. The smooth green curves are double-Boltzmann fits to the Rq,EDX(D) curves. The length of the scale 

bars corresponds to Rq,EDX = 10. 
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   a)                                                                        b) 

Figure 4.23. Statistical evaluation of pixel intensities representing the carbon Kα peak intensities in 2D EDX 

maps of cross-sectional specimens of a) AAO membranes and b) CPG membranes infiltrated with PS for 

different imbibition times ti. The mean roughness Rq,EDX of pixel intensities along pixel rows in the x direction 

parallel to the membrane surface is plotted against the distance D to the membrane surface measured along 

the z axis of the reference coordinate system. The Rq,EDX steps labelled (1) at D ≈ 0 µm (green dotted line) 

mark the position of the membrane surface. The Rq,EDX steps labelled (2) indicate the average position La of 

the imbibition front. The AAO samples evaluated for panel a) extended 29.40 µm (ti = 3 min), 55.85 µm (ti = 

10 min), 65.06 µm (ti = 20 min), 62.06 µm (ti = 30 min), 53.89 µm (ti = 70 min) and 54.37 µm (ti = 90 min) in 

the x direction parallel to the membrane surface. The CPG samples evaluated for panel b) extended 39.54 µm 

(ti = 3 min), 36.83 µm (ti = 10 min), 67.64 µm (ti = 20 min), 100.00 µm (ti = 30 min), 113.27 µm (ti = 70 min) 

and 100.39 µm (ti = 90 min) in the x direction parallel to the membrane surface. 

 

To calculate the average imbibition length La, a double sigmoidal Boltzmann function[129] 

was fitted to the Rq,EDX(D) profiles using the software Origin 2020 (OriginLab 

Corporation):[130] 

𝑅𝑞,𝑑𝐵(𝐷) = 𝑅𝑞,0 + 𝐴 [
𝑝

1+𝑒𝑥𝑝(
𝐷−𝐷𝐸𝐷𝑋,1

𝑘𝐸𝐷𝑋,1
)

+
1−𝑝

1+𝑒𝑥𝑝(
𝐷−𝐷𝐸𝐷𝑋,2

𝑘𝐸𝐷𝑋,2
)
]           (Equation 4.7) 

Rq,dB(D) is the value of the double-Boltzmann fit function at a specific D value (smooth 

green curves in Figure 4.22). Rq,0 is the Rq,dB value in the D range belonging to the bulk PS 

surface film covering the membrane surfaces. Rq,0 + A is the Rq,dB value in the D range 

belonging to the membrane parts with empty pore segments ahead of the imbibition front. 

A is the sum of the heights of the two Rq,dB steps (1) and (2) at the membrane surface and 

the imbibition front. A • p is the height of the Rq,dB step (1) at the membrane surface and A • 

(1 – p) the height of Rq,dB step (2) at the imbibition front. DEDX,1 is the D value at the half-
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height of Rq,dB step (1), and DEDX,2 is the D value at the half-height of Rq,dB step (2). La was 

calculated (Figure 4.24a,c) as the difference between DEDX,2 and DEDX,1. The slope factors 

kEDX,1 and kEDX,2 represent the steepness of Rq,dB steps (1) and (2) in the Rq,dB(D) profiles. 

The slope factor kEDX,2 is a suitable descriptor of the imbibition front width. If kEDX,2 

approaches infinity, the slope of step (2) approaches zero, i.e., step (2) vanishes. If kEDX,2 

approaches zero, the slope of step (2) approaches infinity, i.e., step (2) is then vertical. The 

smaller kEDX,2 is, the steeper is step (2) and the narrower is the imbibition front. As kEDX,2 

increases, the steepness of step (2) decreases and the imbibition front width increases 

(Figure 4.24,d). 
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Figure 4.24. a, c) Average imbibition lengths La(ti) and b), d) slope factors kEDX,2 as descriptors of imbibition 

front widths for a), b) AAO and c), d) CPG membranes infiltrated with PS at 200 °C obtained with method 

EDX-rms. Solid symbols represent data points obtained for AAO membranes, open symbols data points 

obtained for CPG membranes. Solid lines are fits to sets of data points obtained with AAO membranes and 

dashed lines are fits to sets of data points obtained with CPG membranes. Error bars correspond to the slope 

factors kEDX,2. a) La plotted against the square root of the imbibition time ti
1/2 for AAO. b) The slope factors 

kEDX,2 of step 2 (position of the imbibition front) of double sigmoidal Boltzmann functions fitted to Rq,EDX(D) 

profiles as measures of the imbibition front width for AAO plotted against the square root of the imbibition 

time ti
1/2. c) La plotted against the square root of the imbibition time ti

1/2 for CPG. d) The slope factors kEDX,2 of 

step 2 (position of the imbibition front) of double sigmoidal Boltzmann functions fitted to Rq,EDX(D) profiles 

as measures of the imbibition front width for CPG plotted against the square root of the imbibition time  ti
1/2. 
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4.5  Mean Imbibition Lengths and Imbibition Front Width Descriptors by Analysis 

of Cross-sectional SEM Images 

4.5.1  Evaluation of imbibition lengths, and determination of imbibition front 

width descriptors of AAO samples 

Three AAO membranes were infiltrated for each specific infiltration time ti, under the same 

conditions (cf. Section 3.2). Then, the single-pore imbibition lengths Ls, which correspond 

to the red vertical lines in Figure 4.25b, were determined for 10 pores per AAO membrane 

using the software ImageJ[124] measuring from the membrane surface, indicated with a green 

horizontal line in Figure 4.25b, to the menisci indicated with a blue arrow in Figure 4.25a.  

Thus, overall 30 AAO pores of three different AAO membranes were evaluated for each ti 

value. Figure 4.26 shows representative cross-sectional SEM images of AAO membranes 

infiltrated with PS at 200°C a) for 3 minutes, b) for 10 minutes, c) for 20 minutes, d) for 30 

minutes, e) 70 minutes and f) for 90 minutes obtained with a SESI detector. This approach 

is, hereafter, referred to as SEM-mean.  
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a)       

b)  

Figure 4.25. a) SEM image of an AAO membrane infiltrated with PS with Mw: 24.7 kg/mol at 140°C for 10 

minutes, cleaved parallel to the AAO pores showing the cross-section of a meniscus (blue arrow). PS with Mw: 

24.7 kg/mol was exclusively used here to obtain the detail of the menisci due to a more brittle characteristic 

allowing the PS segment cross-section to be visible. b) SEM image of an AAO membrane infiltrated with PS 

with Mw: 239 kg/mol at 200°C for 3 minutes. At the bottom, a bulk PS film covering the AAO surface is seen. 

The green line marks the AAO surface. Above the green line in the center of the micrograph, PS-filled AAO 

pore segments and at the top empty AAO pore segments are seen. The closed bottoms of the AAO pores are 

at the very top outside the image. The grid marked by blue crosses helped align the AAO surface horizontally 

and the AAO pore axes vertically. The red lines indicate single-pore imbibition lengths Ls. 

 

The SEM image displayed in Figure 4.25b shows the relevant features of a PS-infiltrated 

AAO membrane. At the bottom, a bulk PS film located on the AAO surface, which is seen 

as homogeneous grey area. The AAO surface between the bulk PS surface film and the part 

of the AAO membrane infiltrated with PS is marked by a green horizontal line. In the center, 

AAO pore segments filled with PS are seen. At the top, empty AAO pore segments are seen 

(the closed AAO pore bottoms are at the very top outside the image field). 
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a)              b) 

   

c)                      d) 

   

e)             f) 

Figure 4.26. SEM cross-sectional images of AAO membranes infiltrated with PS at 200°C a) for 3 minutes, 

b) for 10 minutes, c) for 20 minutes, d) for 30 minutes, e) 70 minutes and f) for 90 minutes. All images were 

obtained with a SESI detector. 
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The average imbibition lengths La shown in Figure 4.27a, were then calculated as the 

arithmetic mean value of the Ls values and fitted with a linear function using the software 

Origin 2019 (OriginLab Corporation)[130]. The standard deviation σ, shown in Figure 4.27b 

of the Ls histograms (Figure 4.27c) was employed as measure of the imbibition front width. 
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Figure 4.27. a) Average imbibition lengths La(ti) for AAO plotted against the square root ti
1/2 of the imbibition 

time ti obtained from manual evaluation of SEM images. The error bars correspond to the standard deviation. 

b) Standard deviations σ(ti) as measures of the imbibition front width plotted against the square root ti
1/2 of the 

imbibition time ti obtained from manual evaluation of SEM images. c) Histograms displaying the relative 

frequency of the single-pore imbibition length Ls (bin size ΔLs = 0.5 μm) for different infiltration times ti 

obtained from manual evaluation of SEM images. The solid lines in a) and b) are fits to La plotted against the 

square root ti
1/2 of the imbibition time ti obtained by linear regression. 
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4.5.2  Evaluation of imbibition lengths, and determination of imbibition front 

width descriptors of CPG samples 

Three CPG membranes for each specific infiltration time ti, were infiltrated under the same 

conditions. Then, the single-location imbibition lengths Ls were determined in a similar way 

than the single-pore imbibition lengths for AAO. The single-location imbibition lengths Ls 

(red vertical lines in Figure 4.28b), were measured from the green line in Figure 4.28b to 

the menisci (blue arrows in Figure 4.28a) and were determined for 10 locations per CPG 

membrane using the software ImageJ.[124]  Thus, overall 30 CPG locations of three CPG 

membranes were evaluated for each ti value. In contrast to AAO, which consist of straight 

cylindrical pores, for CPG it is not possible to single out individual pores from SEM images 

because CPG consists of a highly interconnected 3D network of pores. Figure 4.29 shows 

representative cross-sectional SEM images of CPG membranes infiltrated with PS at 200°C 

a) for 3 minutes, b) for 10 minutes, c) for 20 minutes, d) for 30 minutes, e) 70 minutes and 

f) for 90 minutes obtained with a SESI detector.  
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a)  

b)  

Figure 4.28. a) SEM image of a CPG membrane infiltrated with PS with Mw: 24.7 kg/mol at 140°C for 10 

minutes, cleaved normal to the CPG surface showing the cross-section of menisci (blue arrows). PS with Mw: 

24.7 kg/mol was exclusively used here to obtain the detail of the menisci due to a more brittle characteristic 

allowing the PS segment cross-section to be visible. b) SEM image of a CPG membrane infiltrated with PS 

with Mw: 239 kg/mol at 200°C for 10 minutes. At the bottom, a bulk PS film covering the CPG surface is seen. 

The green line marks the CPG surface. Above the green line in the center of the micrograph, PS-filled CPG 

pore segments and at the top empty CPG pore segments are seen. The grid marked by blue crosses helped 

align the CPG surface horizontally. The red lines indicate single-location imbibition lengths Ls. 

 

The SEM image displayed in Figure 4.28 of a CPG membrane shows the relevant features 

of a PS-infiltrated CPG membrane. At the bottom, a bulk PS film located on the CPG surface 

is seen as a homogeneous grey area. The green line marks the CPG surface. Above the green 

line in the center of the micrograph, PS-filled CPG pore segments. At the top, empty CPG 

pore segments are seen.  

The average imbibition lengths La shown in Figure 4.30a were then calculated as the 

arithmetic mean value of the Ls values and fitted with a linear function. The standard 

deviation σ, shown in Figure 4.30b of the Ls histograms (Figure 4.30c) was employed as 

measure of the imbibition front width. 
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a)                b) 

   

c)          d) 

   

e)          f) 

Figure 4.29. SEM cross-sectional images of CPG membranes infiltrated with PS at 200°C a) for 3 minutes, 

b) for 10 minutes, c) for 20 minutes, d) for 30 minutes, e) 70 minutes and f) for 90 minutes. All images were 

obtained with a SESI detector. 
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c) 

Figure 4.30. a) Average imbibition lengths La(ti) for CPG plotted against the square root ti
1/2 of the imbibition 

time ti obtained with method SEM-mean. The error bars correspond to the standard deviation. b) Standard 

deviations σ(ti) as measures of the imbibition front width plotted against the square root ti
1/2 of the imbibition 

time ti obtained with method SEM-mean. c) Histograms displaying the relative frequency of the single-pore 

imbibition length Ls (bin size ΔLs = 0.5 μm) for different infiltration times ti obtained by method SEM-mean. 

The solid lines in a) and b) are fits to La(ti) plotted against the square root ti
1/2 of the imbibition time ti obtained 

by linear regression. 
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4.6  Calculation of Imbibition Length Frequency Densities from Pore Size 

Distributions 

4.6.1  Estimation of imbibition length frequency densities from a pore diameter 

histogram of AAO obtained from a SEM image 

Single-pore imbibition lengths Ls were calculated based on an AAO pore diameter 

histogram obtained by the evaluation of a SEM image and the application of a Lucas-

Washburn model modified by Yao et al.[17] to consider the presence of a dead layer 

consisting of PS molecules that are immobilized due to strong attractions on the AAO pore 

walls which results in a higher effective viscosity and therefore slower imbibition. 

First, the determination of AAO pore diameters by evaluation of a SEM image was done in 

the following manner. An 8-bit grayscale scanning electron microscopy (SEM) image of the 

surface of an AAO membrane with a nominal pore diameter of 400 nm and a pore depth of 

1 μm was taken with a Zeiss Auriga device at 3 kV acceleration voltage and with 8 mm 

working distance. The SEM image acquired with an in-lens detector extended 2048 pixels 

x 1350 pixels (Figure 4.31a) and showed an image field of 87.52 μm x 57.69 μm (23.4 

pixels/μm). The pore diameters were determined using the software ImageJ.[124] Brightness 

and contrast values were adjusted by setting the minimum pixel intensity value to 90 and 

the maximum to 216 on a pixel intensity scale ranging from 0 to 255, which correspond to 

an image depth of 8 bits. In this way, the apparent pore areas did not change when brightness 

and contrast were modified. The “Make binary” function was used to generate a binary 

image. Then, the “Analyze particles” function was used to determine the diameters of 19135 

evaluated AAO pores. AAO pores touching the edges of the SEM image were not 

considered. A detail extending 400 pixels x 400 pixels and the outlines of the detected pores 

of the evaluated SEM image from the sample are shown in Figure 4.32b, c. A mean AAO 
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pore diameter of 384 nm ± 22 nm, corresponding to a pore radius b0 of 192 nm ± 11 nm was 

obtained, as shown in Figure 4.32a 

Then, the estimation of the thickness of the dead layer was done as follows, first the bulk 

viscosity η0 = 3.5 ∙ 104 Pa ∙ s of PS with a molecular mass Mw = 123 kg/mol determined 

for a temperature of 170 ˚C by Kim et al.[131] was used as reference value. The viscosity for 

the molecular mass was corrected using a power law suggested by Berry and Fox (Equation 

4.8) assuming an exponent of 3.4:[132]   

𝜂0 ∝ 𝑀3,4 →  (
𝑀1

𝑀2
)

3,4

=
𝜂0,1

𝜂0,2
  (Equation 4.8) 

To correct for the temperature T, the Williams-Landel-Ferry (WLF) equation (Equation 4.9) 

was used.[133] The viscosity 𝜂𝑔 at the glass transition temperature Tg of PS was first 

calculated assuming Tg = 273 K  using WLF parameters C1 = 17.44 and C2 = 51.6 K.[133] 

Then, the bulk viscosity 𝜂0 = 1.15 ∙ 104 Pa ∙ s of the PS used in this work at 200°C was 

calculated also using Equation 4.9. 

log (
𝜂0(𝑇)

𝜂0,𝑔
) = −

𝐶1(𝑇−𝑇𝑔)

𝐶2+𝑇−𝑇𝑔
  (Equation 4.9) 

Yao et al.[17] defined an effective radius 𝑏𝑒𝑓𝑓 for cylindrical pores filled with polymers that 

is the difference of the nominal pore radius b0 and the thickness 𝛥𝑏 of the dead layer formed 

by molecules immobilized on the pore walls (Equation 4.10): 

𝑏𝑒𝑓𝑓 = 𝑏0 − 𝛥𝑏  (Equation 4.10) 

The presence of a dead layer can then be considered by modifying the Lucas-Washburn 

equation as follows (Equation 4.11): 

𝐿𝑠 = √
𝑏eff

4 𝛾 cos 𝜃

2𝜂0𝑏0
3 √𝑡𝑖  (Equation 4.11) 
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Ls is the single-pore imbibition length, ti the elapsed imbibition time, γ the surface tension 

of PS and θ the equilibrium contact angle of PS on the AAO pore walls. To calculate Δb, 

the first square root of Equation 4.11 was equated with the imbibition prefactors ν 

determined by methods CT-mean (cf. 4.2.3) and CT-rms (cf. 4.2.3) with Equation 4.12: 

𝜈 = √
𝑏eff

4 𝛾 cos 𝜃

2𝜂0𝑏0
3   (Equation 4.12) 

The mean value b0 = 192 nm obtained by the evaluation of a SEM image described above 

was inserted in Equation 4.12. For γ a value of 29 mJ/m2 and for cos θ a value of 1 were 

assumed.[134] In this way, the value of beff can be calculated.  For both methods CT-mean 

and CT-rms the thickness of the dead layer was calculated, which in this case amounted to 

Δb ≈ 40 nm. 

Finally, since the AAO pore diameters are known, the single-pore imbibition lengths Ls 

could be calculated by inserting the radii b0 determined for single AAO pores by the 

evaluation of a SEM image, as described above, into Equation 4.11. Ls frequency densities 

were then obtained. The average imbibition lengths La (Figure 4.32b) were calculated as 

mean values of the sets of Ls values (“Calc-AAO-La”) as well as the standard deviations σ 

of Ls (error bars in Figure 4.32b) for the different imbibition times ti (“Calc-AAO-WD”). 
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a)  

     

b)         c) 

Figure 4.31. a) SEM image extending 2048 pixels x 1350 pixels and showing an image field of 87.52 μm x 

57.69 μm (23.4 pixels/μm) acquired with 1290fold magnification by using an InLens detector. b) Detail 

extending 400 pixels x 400 pixels of the original SEM image used for the determination of the mean pore 

diameter of AAO. c) Detected outlines with ImageJ of the evaluated pores from b). 
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Figure 4.32. a) AAO pore diameter histogram obtained by the evaluation of a SEM image in Figure 4.31a. 

The pore depth of the investigated membrane amounted to 1 µm. The bin size of 10 nm was exclusively used 

for this visualization. b) Calculated La and σ (error bars) from the b0 determined from the SEM image and the 

calculated ν. 

 

4.6.2. Estimation of imbibition length frequency densities in CPG from Mercury 

Intrusion Measurements 

As stated in Section 3.1, the CPG membranes were characterized by mercury intrusion. To 

obtain a pore diameter histogram, the applied pressure is gradually increased, which causes 

gradual intrusion of mercury into the probed pore system. The relation between the applied 

pressure and the diameter of the pore segments filled at the applied pressure is inverse. The 

pore diameter is calculated by the Washburn equation using a mercury surface tension of 

0.484 N/m and a mercury contact angle of 141.3°. The intruded incremental volume of 

mercury associated with an individual pressure step is the difference between the cumulative 

intrusion volumes after and prior to the application of the pressure step. The relative 

incremental pore volume ascribed to a pore diameter increment is the corresponding 

proportion of the total pore volume, which is the cumulative volume of mercury intruded 

into the probed pore structure at maximum pressure. Pore diameter histograms are obtained 

by plotting relative incremental intrusion volumes against the medium values of the 



Results 

 

96 

 

corresponding pore diameter intervals. Porosities and specific pore volumes are calculated 

using the total pore volume. For the CPG membranes used here, a pore diameter ≈ 380 nm, 

58 % porosity and a specific pore volume of 0.628 cm3/g were obtained. 

To consider “dead layers” of adsorbed PS molecules on the pore walls,[14-17] an effective 

pore radius beff was introduced by Yao et al.,[17] which is obtained by subtracting the 

thickness 𝛥𝑏 of the dead layer from the geometric pore radius b0 (Equation 4.10) 

For isotropic spongy-continuous pore networks, such as the pore networks of CPGs, the 

situation is more complex as in the case of AAO (cf. Section 4.5.1). It is reasonable to 

assume that only a certain proportion of the pores close to the imbibition front exhibits a 

pressure gradient caused by the presence of a meniscus so that only this proportion of the 

pore contributes to the flow of the invading fluid. Gruener et al. suggested to consider this 

aspect by dividing the flow rate by a hydrodynamic tortuosity h.
[95] For isotropic spongy-

continuous pore systems, the expression for the preexponential factor  of the Lucas-

Washburn law is, therefore, modified as follows:  

 𝜈 = √
𝑏eff

4 𝛾 cos 𝜃

2𝜂0𝑏0
3τℎ

= √
𝑏eff

4

τℎ
∙ √

𝛾 cos 𝜃

2𝜂0𝑏0
3   (Equation 4.13) 

Besides b0, the quantities in the second square root √
𝛾 cos 𝜃

2𝜂0𝑏0
3   are known from literature (cf. 

Section 4.5.1) The mean pore radius b0 of CPG was obtained from mercury intrusion data 

(Figure 4.33a). The prefactor  of the Lucas-Washburn law was experimentally determined 

from the slopes dLa/dti
1/2 of the linear fits to the sets of La(ti

1/2) data points obtained by 

method Batch-CT-rms. While 𝑏𝑒𝑓𝑓 and 𝜏ℎ cannot be determined independently, Equation 

(4.13) can easily be resolved for√𝑏eff
4 /τℎ so that the value of this square root can be 

calculated. Thus, √𝑏eff
4 /τℎ ≈ 14699 nm2 was obtained. 
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Equation (4.13) relates the mean pore radius b0 of the pore model used, which is typically 

accessible by independent experimental methods such as mercury intrusion, to the prefactor 

 of the Lucas-Washburn law. As apparent from Figure 4.33a, mercury intrusion 

experiments do not only yield a mean pore radius b0 for the CPG membranes but also the 

underlying pore radius frequency density. A relative frequency of occurrence fp,g, here as 

relative volume fraction, is assigned to pore segments with radii falling into a pore radius 

increment centering about a central pore radius value bg. Thus, pseudo-single-pore 

imbibition lengths Ls(bg,ti) can be calculated for each bg value and each imbibition time ti 

by replacing the mean pore diameter b0 in equation (4.13) by bg:  

𝐿𝑠,𝑔(𝑏𝑔, 𝑡𝑖) = √
𝑏𝑒𝑓𝑓

4

τℎ
∙ √

𝛾 cos 𝜃

2𝜂0𝑏𝑔
3 ∙ √𝑡𝑖    (Equation 4.14) 

The overall number of considered bj values and, therefore, of fp,g (bg) data points is z so that 

1 ≤ j ≤ z. It should be noted that in Equation (4.14) the constant value of 14699 nm2 is used 

for the square root √𝑏𝑒𝑓𝑓
4 /𝜏ℎ. This is a simplification because, in Equation (4.14), beff 

depends on bg rather than on b0. Summation of the Ls(bg) values obtained for a specific 

imbibition time ti according to Equation (4.14) weighed with the relative frequency fp,g 

displayed in the CPG pore diameter histogram shown in Figure 4.33a yields then the 

average imbibition length La (Figure 4.33b) for the respective ti value (Equation 4.15).  

𝐿𝑎(𝑡𝑖) = ∑ (𝑓𝑝,𝑔 ∙ 𝐿𝑠,𝑔)𝑧
𝑔=1 = ∑ (𝑓𝑝,𝑔 ∙ √

𝑏𝑒𝑓𝑓
4

τℎ
∙ √

𝛾 cos 𝜃

2𝜂0𝑏𝑔
3 ∙ √𝑡𝑖)𝑧

𝑔=1   (Equation 4.15) 

Equation (4.15) does not represent an independent approach to the determination of 

imbibition front positions but rather a cross-check for additional validation. 

 



Results 

 

98 

 

10 50 100 500 1000
0

0.03

0.06

0.09

0.12

0.15
In

c
re

m
e

n
ta

l 
re

la
ti
v
e

 p
o

re
 v

o
lu

m
e

Pore diameter b0 (nm)  

1 2 3 4 5 6 7 8 9 10

2

4

6

8

10

12

14

16
 Calc-CPG-La

L
a
 (
m

m
)

ti
1/2 (min1/2)  

a)       b) 

Figure 4.33. a) Pore diameter histogram of CPG membranes derived from a mercury intrusion measurement. 

showing the portion of the relative pore volume occupied by pore segments with a diameter falling in a pore 

diameter increment centering about a pore diameter value bj. The thickness of the investigated membrane 

amounted to 490 ± 10 µm. b) Average imbibition lengths La(ti) in CPG membranes with results of equation 

(4.14) using a CPG pore size distribution obtained from a). 

 

Equation (4.13) was used to estimate how variations in the assumed mean CPG pore 

diameter 2 ∙ 𝑏0 impact the tortuosity apparent from the comparison of PS infiltration into 

CPG and AAO as a reference pore model. To this end, the La(ti) profiles assuming values of 

150 nm, 170 nm, 190 nm, 210 nm, 230 nm and 250 nm for the CPG pore radius b0 were 

calculated according to: 

𝐿𝑎(𝑡𝑖) = √
𝑏𝑒𝑓𝑓

4

τℎ
∙ √

𝛾 cos 𝜃

2𝜂0𝑏0
3 ∙ √𝑡𝑖         (Equation 4.16) 

and determined for each b0 value the slope CPG(b0) of linear fits to the corresponding sets 

of La(ti) data points corresponding to the Lucas-Washburn prefactors. To estimate the 

tortuosities 2.280/(b0) apparent from imbibition dynamics, the slope AAO = 2.280 

µm/min1/2 experimentally obtained for AAO by method Batch-CT-rms (cf. Section 4.3.4 

and Table 5.1) was divided by the slopes CPG(b0) and the resulting apparent tortuosities 

against the CPG mean pore diameter 2 ∙ 𝑏0 was plotted. The tortuosity changes by 0.25 if 

the pore diameter 2b0 changes by 10 % (Figure 4.34). 



Results 

 

99 

 

300 340 380 420 460 500

1.0

1.3

1.6

1.9

2.2

2.5

A
p
p

a
re

n
t 
to

rt
u
o
s
it
y
 2

.2
8

0
/

C
P

G
(b

0
)

CPG pore diameter 2b0 (nm)  

Figure 4.34. Apparent tortuosities 2.280/CPG(b0) apparent from the comparison of the imbibition of PS into 

CPG and into AAO as a reference pore model, which were calculated using Equation (4.16), plotted against 

the CPG pore diameter 2b0.   
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5  Discussion 
 

5.1  Imbibition in Isolated Straight Cylindrical AAO Pores 

5.1.1  Average imbibition front positions 

Real-space monitoring of the imbibition of PS into AAO by phase-contrast X-ray computed 

tomography with single pore resolution enables the evaluation of large numbers of AAO 

pores (here at least 1304) as well as the identification of menisci in the individual pores and 

directly yields frequency distributions of the single-pore imbibition lengths Ls. The number 

of AAO pores considered when cross-sectional SEM images or EDX maps are evaluated 

(methods SEM-mean, EDX-rms; cf. Table 5.1) is typically at least one order of magnitude 

lower. Moreover, the algorithmic semi-automated analysis of volumetric sample 

reconstructions obtained by phase-contrast X-ray CT ensures unbiased identification of 

AAO pores in the probed sample volume. The results obtained by method SEM-mean 

involving the manual determination of single-pore imbibition lengths Ls may be biased 

because of an implicit tendency to preferentially pick “good” AAO pores for evaluation.  

It is commonly assumed that imbibition lengths, be it the single-pore imbibition length Ls 

or the average imbibition length La, scale with ti
1/2, as predicted by the classical Lucas-

Washburn theory. Indeed, at first glance all tested approaches seem to corroborate this 

notion. Plotting La(ti) against ti
1/2 (Figure 5.1a and Table 5.1) seems to yield linear La(ti

1/2) 

profiles and similar numerical values for the imbibition prefactor  (cf. Equation 1.1), which 
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corresponds to the slope of the linear fits to the different sets of La(ti) data points. A measure 

of the linearity of this correlation is the Pearson correlation coefficient r.[135] The closer r to 

1 is, the better is the linearity. In this way, it can be evaluated from a statistical point of view 

which exponent n of 𝑡𝑖 yields the best description of the experimental results. This statistical 

evaluation reflects not only the physics underlying the probed imbibition process but also 

the quality of the measured data and the procedures for their evaluation.  Hence, r as a 

function of n was plotted for the linear fits to the La(ti) data sets for exponents n to ti ranging 

from 0.1 to 1.0 obtained by methods CT-mean, CT-rms, EDX-rms and Batch-CT-rms 

(Figure 5.1b) to find out if a value of 1/2 of the exponent n of ti, which corresponds to the 

classical Lucas-Washburn theory, yields the best linear correlation between La and 𝑡𝑖
𝑛.  For 

method CT-rms, the best linear correlation between La and 𝑡𝑖
𝑛was obtained for n = 0.45. For 

method CT-mean, the best linear correlation between La and 𝑡𝑖
𝑛was obtained for n = 0.40. 

For method EDX-rms, the best linear correlation between La and 𝑡𝑖
𝑛was obtained for n = 

0.35. For method Batch-CT-rms, the best linear correlation between La and 𝑡𝑖
𝑛was obtained 

for n = 0.45. The average n value for the best linear correlation across methods is ≈ 0.41.  

The slopes 𝑑𝐿𝑎/𝑑𝑡𝑖
𝑛 of the linear fits to the sets of 𝐿𝑎(𝑡𝑖

𝑛) data points obtained by methods 

CT-mean, CT-rms, EDX-rms and Batch-CT-rms represent the imbibition prefactor  of the 

power law describing the relation between imbibition length and imbibition time. As 

obvious from Figure 5.1c, the slopes 𝑑𝐿𝑎/𝑑𝑡𝑖
𝑛(𝑛) for exponents n ranging from 0.1 to 1.0 

obtained by methods CT-mean, CT-rms, EDX-rms and Batch-CT-rms nearly perfectly 

coincide. However, reducing the value of the exponent n from 0.5 to 0.35 resulted in a 

change in the apparent imbibition speed from ≈ 2.4 µm/minn to ≈ 5.5 µm/minn for both 

methods CT-mean and CT-rms, from ≈ 2.1 µm/minn to ≈ 5 µm/minn for method EDX-rms 

and from ≈ 2.3 µm/minn to ≈ 5.3 µm/minn for method Batch-CT-rms. On average, there is a 

reduction of ≈ 3 µm/minn between methods by reducing the value of the exponent n from 
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0.5 to 0.35. It is assumed that methods CT-rms and Batch-CT-rms yields more valid results 

because much larger sample volumes are probed and preparation artifacts are prevented that 

may occur when infiltrated membranes are cleaved to prepare cross-sectional specimens for 

the EDX mappings. 

The classical Lucas-Washburn theory does not account for the tendency of macromolecules, 

such as PS, to form interphases with reduced molecular mobility at substrate surfaces.[136] 

Indeed, the existence of so-called “dead zones” consisting of molecules of pore-invading 

polymers immobilized on the pore walls (Figure 2.14) was reported previously.[45] Notably, 

the estimated thickness Δ𝑏 of the dead layers exceeded the radii of gyration of the invading 

polymer species several times. Yao et al. thus modified the classical Lucas-Washburn model 

considering the occurrence of dead layers by the introduction of a reduced effective pore 

radius 𝑏𝑒𝑓𝑓 and an increased effective fluid viscosity 𝜂𝑒𝑓𝑓 (Equation 4.3).[17] Using an 

average AAO pore radius b0 = 192 nm obtained by evaluation of a SEM image of the surface 

of an AAO membrane (Figure 4.32a), the expression for the imbibition prefactor resulting 

from the modified imbibition model with the slopes 𝑑𝐿𝑎/𝑑𝑡𝑖
1/2

 of the linear fits to the sets 

of 𝐿𝑎(𝑡𝑖
1/2

) data points obtained by methods CT-mean and CT-rms was equated. The results 

indicate the presence of a PS dead layer with a thickness Δ𝑏 ≈ 40 nm on the AAO pore 

walls. Using this value and the single pore diameter values determined by the previously 

mentioned evaluation of a SEM image (cf. Section 4.5.1), the modified Lucas-Washburn 

model to calculate single-pore imbibition lengths Ls was applied for each AAO pore. The 

average values La obtained from the Ls frequency density for the different imbibition times 

ti (“Calc-AAO-La” data points Figure 4.32b and Figure 5.1a) are in excellent agreement 

with the experimental values obtained by methods CT-mean, CT-rms, SEM-mean, EDX-rms 

and Batch-CT-rms. This outcome is remarkable considering that the metrological precision 
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of scanning electron microscopy is limited and that the values for the PS melt viscosity and 

the PS surface tension were approximated.  

It would also be straightforward to calculate AAO pore diameters from the single-pore 

imbibition lengths Ls, if the classical Lucas-Washburn law was valid. However, the simple 

derivation of a pore diameter frequency density from an imbibition length frequency density 

is no longer possible if dead layers of PS molecules immobilized on the AAO pore walls are 

present. The equations resulting from the modified Lucas-Washburn model devised by Yao 

et al. can no longer be solved for the AAO pore diameter. 
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Figure 5.1. Comparison of the average imbibition lengths La(ti). a) Sets of La(ti) data points obtained by 

methods SEM-mean (black circles), CT-mean (red squares), CT-rms (blue up-triangles), EDX-rms (green 

down-triangles) and Batch-CT-rms (ochre left-pointing triangles) as well as linear fits to the sets of data points 

plotted against the square root ti
1/2 of the imbibition time ti. For comparison, data points obtained by the 

evaluation of a SEM image of AAO and application of the modified Lucas-Washburn model devised by Yao 

et al.[17] are shown (“Calc-AAO-La”, purple diamonds). b) Pearson correlation coefficients of linear fits to sets 

of 𝐿𝑎(𝑡𝑖
𝑛) data points obtained by methods CT-mean, CT-rms, EDX-rms and Batch-CT-rms for exponents n 

of ti ranging from 0.1 to 1.0. The dashed yellow line at n ≈ 0.41, indicates the average n value at which r of 

each method is closer to 1. c) Slopes 𝑑𝐿𝑎/𝑑𝑡𝑖
𝑛 of linear fits to sets of 𝐿𝑎(𝑡𝑖

𝑛) data points obtained by methods 

CT-mean, CT-rms, EDX-rms and Batch-CT-rms for exponents n ranging from 0.1 to 1.0 plotted against n. 

 

5.1.2  Imbibition front widths 

The comparison of experimentally obtained measures for average imbibition lengths La and 

imbibition front widths with predictions by theoretical models is far from being trivial. A 
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first problem is the interpretation of experimental results. Even imbibition into straight 

cylindrical pores comes along with a complex phenomenology of transient imbibition states, 

including the presence of precursor films ahead of the imbibition front and voids in (Figure 

2.13) infiltrated pore segments behind the imbibition front.[20] Hence, there might be no 

“natural” absolute measures for the onsets, the positions and the widths of imbibition fronts. 

Moreover, quite different physical effects can be exploited for the imaging of imbibition 

fronts, and quite different statistical evaluation methods and measures can be used for the 

quantification of La and the imbibition front widths. Depending on the applied methodology, 

different numerical values may be obtained. 

The spatiotemporal evolution of the imbibition front width in the course of imbibition 

processes reveals morphological properties of the pore system being imbibed. Continuum-

hydrodynamical concepts suggest that the single-pore imbibition prefactor  (cf. Equation 

1.1) depends on the balance of the flow-driving Laplace pressure and the pressure-drop 

caused by the viscous drag in the PS melt imbibing the AAO pores.[13] As a result of the 

distinct dependencies of these contributions on the AAO pore diameters, the Lucas-

Washburn kinetics for the advancement of the imbibition front is thus naturally transmitted 

into the broadening kinetics of the latter. The imbibition front width and measures thereof 

scale with a power function 𝑡𝑖
𝑛 of the imbibition time ti. The slope 𝑑𝜎/𝑑𝑡𝑖

𝑛 of linear fits to 

sets of σ(ti) data points represents the scaling of the imbibition front width with the 

imbibition time ti. The exponent n reveals morphological properties of the pore system being 

imbibed. For a set of parallel pores with a random pore diameter distribution but uniform 

diameters along the individual pores the dispersion of the single-pore imbibition lengths Ls 

scales with ti
1/2.[41, 49] By contrast, for spontaneous imbibition into an ensemble of 

independent pores characterized by random diameter variations along the individual pores 

the imbibition front widening scales with ti
1/4, as exactly derived by Gruener et al.[41]  
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The direct algorithmic quantification of imbibition front widths is challenging. Methods CT-

mean, CT-rms, EDX-rms, and Batch-CT-rms yield raw curves of quantities accessible by 

evaluation of microscopic raw data, in which the positions of the AAO surface and the 

imbibition front are indicated by peaks or steps. Statistical dispersion measures, such as 

standard deviations σ, or parameters from curve fitting with adequate mathematical models, 

such as the slope factor k from Boltzmann step function allow the quantification of the 

widths of the peaks or steepness of the steps indicating the positions of the imbibition front 

and, indirectly, the quantification of the imbibition front width, the chosen statistical 

descriptors are hereafter referred to as “width descriptors” WD. However, the average 

imbibition length La for the samples studied here amounts to a few µm up to several 10 µm, 

whereas the length scales relevant to the quantification of the imbibition front widths are 

one order of magnitude smaller and range from a few 100 nm up to a few µm. Therefore, 

the applied imaging method and the applied statistical data evaluation algorithm impact the 

quantification of the imbibition front widths more sensitively than the determination of La. 

Assuming that the pore diameter along the AAO pores is uniform, whereas AAO pore arrays 

are characterized by a certain pore diameter dispersion, σ against ti
1/2 was plotted and linear 

fits added to the different sets of 𝑊𝐷(𝑡𝑖
1/2

) data points (Figure 5.2a and Table 5.1). For 

comparison, the standard deviations  𝜎(𝑡𝑖
1/2

) of sets of Ls values (“Calc-AAO-σ”) from the 

AAO pore diameters extracted from a SEM image were calculated (cf. Section 4.5.1) using 

the modified Lucas-Washburn model reported by Yao et al.[17] The results obtained in this 

way are in reasonable agreement with the experimental results obtained by methods CT-

mean, SEM-mean, CT-rms, EDX-rms as well as Batch-CT-rms and corroborate the notion 

that a dead layer is present when PS is infiltrated into AAO.  

In analogy to the statistical evaluation of the power laws describing the dependence of La 

on ti (cf. Section 5.1.1), which exponent n of 𝑡𝑖 yields the best description of the 
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experimental results was tested by plotting the Pearson correlation coefficient r of the linear 

fits to the WD(ti) data sets obtained by methods CT-mean, CT-rms, EDX-rms, and Batch-

CT-rms against the exponent n (Figure 5.2b). The obtained r(n) profiles are vertically 

shifted and reveal that the best linear correlation is obtained for n = 0.60 in the case of 

method CT-mean, for n = 0.45 in the case of method CT-rms, for n = 0.15 in the case of 

method EDX-rms and for n = 0.45 in the case of method Batch-CT-rms, whereas the r(n) 

values drop for smaller and larger n values. Method EDX-rms yielded an optimum n value 

of 0.15, however the differences between the r values in the n range below 0.3 are small. In 

contrast, method Batch-CT-rms yielded an optimum n value of 0.45 (with little differences 

in r in the range 0.4 ≤ n ≤ 0.5), which is in good agreement with the values obtained with 

methods CT-rms and CT-mean.  

The slopes 𝑑𝑊𝐷/𝑑𝑡𝑖
𝑛 represent the scaling of the imbibition front widening with ti. In the 

broader picture represented by Figure 5.2c, both methods CT-rms and Batch-CT-rms yield 

slopes 𝑑𝑊𝐷/𝑑𝑡𝑖
𝑛, which nearly perfectly coincide. For n  = 0.45 in the case of method CT-

rms, 𝑑𝑊𝐷/𝑑𝑡𝑖
0.45 amounts to 0.19 µm/min0.45. For n = 0.45 in the case of method Batch-

CT-rms, 𝑑𝑊𝐷/𝑑𝑡𝑖
0.45 amounts to 0.20 µm/min0.45.  This outcome is consistent with the 

results of previous studies on imbibition front broadening. In arrays of independent 

cylindrical pores exhibiting a certain pore diameter dispersion within the pore array, 

whereas individual pores are uniform in diameter, as it is the case for AAO, the menisci 

located in the separated pores move independently. If the movements of the menisci follow 

Lucas-Washburn dynamics, the imbibition front roughening scales with the square root of 

the imbibition time ti. As mentioned previously (cf. Section 5.1.1), it is assumed method 

Batch-CT-rms yields more valid results because much larger probed sample volumes and 

prevention of artifacts. 
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Figure 5.2. a) Comparison of imbibition front width descriptors 𝑊𝐷(𝑡𝑖
𝑛) as measure of the imbibition front 

width obtained by methods CT-mean (red squares), SEM-mean (black circles), CT-rms (blue up-triangles), 

EDX-rms(green down-triangles) and Batch-CT-rms (ochre left-pointing triangles) plotted against the square 

root ti
1/2 of the imbibition time ti. The solid lines are fits obtained by linear regression. As WDs for methods 

CT-mean and SEM-mean σ(ti) is the standard deviation of the single-pore imbibition lengths Ls calculated from 

the histograms displayed in Figure 4.11a and Figure 4.27c. As WD for method CT-rms, σ(ti) is the standard 

deviation of Gaussian fits to the peaks in the Rq,y(D) profiles displayed in Figure 4.10b that represent the 

imbibition front. As WD for method Batch-CT-rms σ(ti) is the standard deviation of Gaussian fits to the peaks 

in the Rq,c(D) profiles displayed in Figure 4.15a. As WD for method EDX-rms slope factors k2 of double 

sigmoidal Boltzmann functions fitted to Rq,EDX(D) profiles displayed in Figure 4.23a. For comparison, 

standard deviations of Ls frequency densities obtained by the evaluation of a SEM image of AAO and 

application of the modified Lucas-Washburn model devised by Yao et al.[17] are shown (“Calc-AAO-σ”, purple 

diamonds). b) Pearson correlation coefficients of linear fits to sets of 𝑊𝐷(𝑡𝑖
𝑛) data points obtained by methods 

CT-mean, CT-rms, EDX-rms and Batch-CT-rms  for exponents n ranging from 0.1 to 1.0. The dashed yellow 

line at n = 0.4125, indicates the average n value at which r of each method is closer to 1. c) Slopes 𝑑𝑊𝐷/𝑑𝑡𝑖
𝑛 

plotted against n, the power of 𝑡𝑖
𝑛.  
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5.2  Imbibition in Isolated Straight vs Interconnected Spongy Pores 

5.2.1  Average imbibition front positions 

Self-ordered AAO containing isolated straight cylindrical pores, with a tortuosity close to 

1, is a nearly ideal pore model. CPG contains interconnected sponge-like pores with 

tortuosity larger than 1. To obtain crucial information on the pore morphology of CPG, the 

imbibition of PS in CPG was compared with that in AAO. This comparative evaluation of 

the imbibition provides information on the pore morphology of CPG membranes and on the 

imbibition mechanisms. Both inorganic oxidic pore models have hydroxyl-terminated pore 

walls with high specific surface energy so that the interactions between the pore walls and 

the polystyrene melt should be similar. The pore diameters of ~380 nm of both pore models 

are one order of magnitude larger than the diameter of gyration of 24 nm of the PS used 

here.[69] The slopes dLa/dti
1/2 of the linear fits to sets of La(ti

1/2) data points (Figure 5.3a and 

Table 5.1), which correspond to the preexponential factor  of the Lucas-Washburn law 

(equation 1.1) are measures of the imbibition velocities. For AAO, methods SEM-mean (cf. 

Section 4.5.2), CT-mean (cf. Section 4.2), CT-rms (cf. Section 4.2), EDX-rms (cf. Section 

4.4) and Batch-CT-rms (cf. Section 4.3) yielded results which are in good agreement. For 

the CPG samples, the results obtained by methods SEM-mean (cf. Section 4.5.3), Batch-CT-

rms and EDX-rms are likewise in line. 

A direct comparison of the slopes dLa/dti
1/2 for AAO and CPG can be drawn by considering 

the values obtained with the same evaluation method. The slope dLa/dti
1/2 obtained by 

method Batch-CT-rms for the AAO samples is 1.48 times higher than the slope dLa/dti
1/2 

obtained by method Batch-CT-rms for the CPG samples. The slope dLa/dti
1/2 obtained by 

method SEM-mean is 1.46 times higher than the one obtained by method SEM-mean for 

CPG and finally the slope dLa/dti
1/2 obtained with method EDX-rms for the AAO samples 
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is 1.53 times higher than the slope dLa/dti
1/2 obtained by method EDX-rms for the CPG 

samples. Considering the slopes of the six methods for AAO and the slopes of the four 

methods for CPG, the average slope obtained for AAO va,A is 1.52 times higher than the 

average slope va,C for CPG. The differences in the slopes dLa/dti
1/2 can be rationalized by the 

different tortuosities of AAO and CPG. The geometric tortuosity is defined as the ratio of 

the lengths of a curvilinear percolation path and the linear distance between two points in a 

porous matrix.[73] The average imbibition length La is the linear distance D between the 

membrane surface and the center of the imbibition front. For straight cylindrical pores, as 

in self-ordered AAO, the tortuosity is close to 1, and La corresponds to the actual distance 

the invading fluid has to travel through the AAO pores to reach a distance D from the 

membrane surface corresponding to La. The lengths of the curvilinear percolation paths 

through the CPG pore systems, which are available to an invading fluid to reach a distance 

D from the membrane surface corresponding to La, are larger than La. Hence, the 

phenomenological imbibition velocities and, therefore, the slopes dLa/dti
1/2 are smaller for 

CPG than for AAO. The 1.52 times faster imbibition front movement in AAO relative to 

that in CPG with a porosity of 58 % used here suggests a CPG tortuosity on the order of 1.5 

This value is indeed a reasonable estimate, as discussed below. At first glance, a tortuosity 

of 1.5 appears to be low for an isotropic pore model. However, it was shown that the nature 

of percolation paths through a pore model and, therefore, the tortuosity mainly depends on 

the porosity[75] (whereas the pore radius is typically not being considered a relevant 

parameter). CPGs with pore diameters of 10 - 20 nm but a porosity of 50 % – 60 % were 

reported to have tortuosities of 1.5 - 1.6, as determined by permeability measurements.[137-

138] Furthermore, Shelekhin et al. showed that the porosity and the tortuosity in porous glass 

membranes can be described by means of the percolation theory.[139] These authors defined 

the tortuosity as an empirical coefficient to describe the random orientation of the pores 
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determined not only by the diffusion paths but also by the amount of throughout porosity 

and calculated the tortuosity based on the porosity (fraction of leachables). For low 

porosities (< 30 %) high tortuosities were obtained. In good agreement with the 

experimental value of 5.9, a tortuosity of 6.5 was calculated for VYCOR glass with a 

porosity of 31 %. The theoretical calculations also showed that an increase in the porosity 

of the membranes to 60 % results in a decrease of the tortuosity to 1.5. 

1 2 3 4 5 6 7 8 9 10

2

4

6

8

10

12

14

16

18

20

22

24

v a,A
 ≈

 2.31

L
a
 (
m

m
)

ti
1/2 (min1/2)

v a,C
 ≈ 1.52

  

0.1 0.2 0.3 0.4 0.5 0.6 0.7

0.97

0.98

0.99

1

 EDX-rms AAO

 Batch-CT-rms AAO

 EDX-rms CPG

 Batch-CT-rms CPG

P
e
a

rs
o
n

 c
o
rr

e
la

ti
o
n
 c

o
e

ff
ic

ie
n

t

Exponent n of ti  

a)       b) 

Figure 5.3. Comparison of the average imbibition lengths La(ti) obtained with methods CT-mean (red squares), 

SEM-mean (black circles), CT-rms (blue up-triangles), EDX-rms (green down-triangles) and Batch-CT-rms 

(ochre left-pointing triangles) for AAO (solid symbols) and CPG (open symbols) membranes infiltrated with 

PS at 200°C. Pink diamonds are results of calculations of La from Ls with equation (4.4) for AAO and La for 

CPG with equation (4.13).  a) La plotted against the square root of the imbibition time ti
1/2. Solid lines are fits 

to sets of data points obtained with AAO membranes and dashed lines fits to sets of data points obtained with 

CPG membranes. b) Pearson correlation coefficients of linear fits to sets of 𝐿𝑎(𝑡𝑖
𝑛) data points obtained by 

methods EDX-rms and Batch-CT-rms plotted against the exponent n of ti.  

 

Next, comparison of the Pearson correlation coefficients with the highest linearity, r closest 

to 1, between AAO and CPG was done (Figure 5.3b). The analysis of 3D reconstructions 

of the CPG samples obtained by X-ray computed tomography using method Batch-CT-rms 

revealed that r was closest to 1 for n = 0.4, whereas the analysis of 3D reconstructions of 

the AAO samples obtained by X-ray computed tomography using method Batch-CT-rms 

revealed that r was closest to 1 for n = 0.45. Analysis of the EDX maps by method EDX-
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rms yielded the best r values for n values of 0.35 (AAO) and 0.3 (CPG), as compared to the 

n value of 0.5 predicted by the classical Lucas-Washburn theory.[103-104] This outcome is 

interpreted as follows. The exponents n of 𝑡𝑖 yielding the best linear fits to the sets of 𝐿𝑎(𝑡𝑖) 

data points obtained by X-ray CT (method Batch-CT-rms) are in reasonable agreement with 

the expectations emerging from physical considerations (cf. Chapter 1). The exponent 

obtained for AAO with its separated cylindrical pores is close to 0.5, the exponents obtained 

for CPG are somewhat smaller. However, the exponents n of 𝑡𝑖 obtained by statistical 

evaluation of results computed X-ray tomography (method Batch-CT-rms) and EDX 

mappings (method EDX-rms) differ to some extent. Method Batch-CT-rms is assumed to 

yield more valid results because much larger sample volumes are probed and preparation 

artifacts are prevented that may occur when infiltrated membranes are cleaved to prepare 

cross-sectional specimens for the EDX mappings. In this context it should be noted that Cai 

and Yu suggested to correct the exponent n of ti describing the scaling of the imbibition 

length La with ti by a fractal dimension for tortuosity.[33]  

 

5.2.2  Imbibition front widths 

As discussed in Section 5.1, for imbibition processes and imbibition stages characterized by 

imbibition front widths from the sub-micron range to a few microns it is challenging, if not 

impossible, to reliably determine absolute imbibition front widths. Instead, statistical 

descriptors of imbibition front widths (width descriptors, WD) may be used, which can be 

extracted from experimental raw data by means of defined algorithms. The color map 

Rq,c(D) profiles obtained by method Batch-CT-rms illustrate that specifically adapted 

descriptors for the imbibition front widths are required. In the case of the color map Rq,c(D) 

profiles obtained by method Batch-CT-rms for the AAO samples the position of the 
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imbibition front is marked by peaks (2) rather than by steps (Figure 4.15a). Therefore, in 

this case standard deviations s of Gaussian fits to the color map Rq,c(D) profiles in a D range 

around La were used as WD (Figure 4.16a). However, step (2) in the color map Rq,c(D) 

profiles obtained for CPG samples (Figure 4.15b) was fitted by a sigmoidal Boltzmann 

function (Figure 4.16b). In this case, the slope factor kB is a suitable WD. In the case of 

method EDX-rms, the imbibition front in the AAO as well as the CPG membranes is 

indicated by step (2) in the sigmoidal double-Boltzmann functions fitted to the Rq,EDX(D) 

profiles obtained by evaluation of EDX maps (Figure 4.22). In this case, the slope factor 

kEDX,2 of step (2), which has the same properties as slope factor kB, is used descriptor of the 

imbibition front width. The slopes dWD/dti
1/2 of linear fits to sets of WD(ti

1/2) data points 

were used to comparatively quantify the spatiotemporal evolution of the imbibition front 

width (Figure 5.4a). However, only WD(ti
1/2) data points obtained with slope factors kB or 

kEDX,2 as WD can be compared directly. The slope dkB/dti
1/2 to sets of kB(ti

1/2) data points 

obtained for CPG samples by method Batch-CT-rms amounts to 0.50 µm s–1/2, while method 

EDX-rms yielded for the CPG samples dkEDX,2/dti
1/2 = 0.59 µm s–1/2. Furthermore, the 

dkEDX,2/dti
1/2 value obtained for the CPG samples amounted to 58 % of the value obtained 

for the AAO samples (as compared to 65–68 % for the dLa/dti
1/2 values).  
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Figure 5.4. Comparison of the imbibition front width descriptors (WD) obtained by methods Batch-CT-rms 

(ochre left-pointing triangles) and EDX-rms (green down-triangles) for AAO (solid symbols) and CPG (open 

symbols) infiltrated with PS at 200°C. As WDs standard deviations s of Gaussian functions fitted to peaks (2) 

in color map Rq,c(D) profiles (method Batch-CT-rms for AAO), slope factors kB of sigmoidal Boltzmann 

functions fitted to step (2) of color map Rq,c(D) profiles (method Batch-CT-rms for CPG) and slope factors k2 

of double sigmoidal Boltzmann functions fitted to Rq,EDX(D) profiles (method EDX-rms for AAO and CPG) 

were used. a) WD plotted against the square root of the imbibition time ti
1/2. Solid lines are fits to sets of data 

points obtained with AAO membranes and dashed lines fits to sets of data points obtained with CPG 

membranes. b) Pearson correlation coefficients of linear fits to sets of WD(ti
n) data points obtained by methods 

EDX-rms and Batch-CT-rms plotted against the exponent n of ti.  

 

In analogy with Section 5.2.1, a comparison between the Pearson correlation coefficients 

that yield the best linear correlation to sets of WD(ti
n) data points was made as well (Figure 

5.4b). For this purpose, the Pearson correlation coefficient r of linear fits obtained for 

different values of the exponent n of ti was determined. An n value of 0.20 yielded the best 

linear fits to sets of data points obtained with methods Batch-CT-rms and EDX-rms for the 

CPG samples. However, due to the minute r variations for n values smaller than 0.30 it is 

difficult to unambiguously determine optimum n values. Moreover, the linear fits to the data 

points resulting from method EDX-rms have low r values smaller than 0.79. For the AAO 

samples, methods Batch-CT-rms and EDX-rms yielded inconclusive results. Method EDX-

rms yielded an optimum n value of 0.15, albeit also here the differences between the r values 

in the n range below 0.3 are small. In contrast, method Batch-CT-rms yielded an optimum 

n value of 0.45 (with little differences in r in the range 0.4 ≤ n ≤ 0.5), which is in good 
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agreement with the values obtained previously with methods CT-rms and CT-mean (cf. 

Section 5.1.2).  

Considering the results of method Batch-CT-rms, for which sample volumes of at least 30 

000 µm3 were evaluated (in contrast to method EDX-rms considering only 2D maps), it can 

be concluded that the imbibition front width in AAO increases faster with ti than in CPG 

(Figure 5.4a). This outcome agrees with previously reported models of imbibition front 

broadening.[41] In arrays of independent cylindrical nanopores with uniform diameter along 

individual pores but a certain pore diameter dispersion within the pore array, as in AAO, the 

menisci located in the separated pores move independently. If the movements of the menisci 

follow Lucas-Washburn dynamics, the imbibition front roughening scales with the square 

root of the imbibition time ti. By contrast, for spongy-continuous pore networks without 

neck-like pore segments, as in the CPGs used here, the imbibition front roughening scales 

with ti raised to the power of an exponent smaller than 0.5. In this case, the menisci do not 

move independently along the pores. Instead, an effective surface tension counteracts the 

broadening mechanisms.[28, 41] The powers n of ti in the power laws describing the scaling 

of the imbibition front width descriptors WD with ti determined by method Batch-CT-rms, 

which are associated with the best Pearson correlation coefficients, amount to 0.45 for AAO 

and 0.20 for CPG. These values are in good agreement with the theoretical predictions. 

Notably, imaging of spontaneous imbibition of water into nanoporous Vycor glass with a 

pore diameter two orders of magnitude smaller than that of the CPGs studied here using 

reflected light and neutrons revealed that imbibition front roughening scaled with the square 

root of ti.
[41] This outcome was traced to independent menisci movements in elongated pore 

segments. Thus, the results obtained by method Batch-CT-rms corroborate the notion that 

Vycor glass with pore diameters below 10 nm contains a higher proportion of cylindrical 

pore segments than the CPGs used here with a mean pore diameter of 380 nm. 
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5.3  Comparison of Statistical Methods 

To evaluate the phase-contrast X-ray computed tomography data from AAO a three-stage 

semi-automatic algorithm was developed to analyze 3D reconstructions of X-ray CT, which 

yields brightness profiles along all identified AAO pores in the probed sample volume. 

Then, histograms of single-pore imbibition lengths (CT-mean, cf. Section 4.2), or the 

statistical brightness dispersion as a function of the distance to the AAO surface (CT-rms, 

cf. Section 4.2) were evaluated. Both CT-mean and CT-rms methods have the advantage of 

determination of individual AAO pore coordinates, single pore imbibition lengths and 

provide quantitative information on thousands of pores. However, the aforementioned 

methods can only be applied on ordered straight pores like the ones found in AAO. 

To overcome the restriction of the previous above-mentioned method, a second approach 

able to analyze 3D reconstructions of X-ray CT that does neither involve segmentation 

procedures nor requires the determination of pore coordinates based on the evaluation of 

pixel intensity dispersion parallel to the membrane surfaces and thus applicable to both 

AAO and CPG membranes (Batch-CT-rms, cf. Section 4.3) was developed. The 3D 

reconstructions were condensed into 1D profiles normal to the membrane surfaces 

representing the pixel intensity dispersion as a function of the distance to the membrane 

surface. To process the 3D reconstructions in this way, a two-step algorithm was developed 

comprising the successive calculation of pixel intensity dispersion profiles along two 

orthogonal directions parallel to the membrane surface. This method provides quantitative 

information on thousands of pores for AAO and tens of thousands of cubic micrometers in 

the case of CPG. However, the volume of interest must be chosen and processed carefully 

to remove artifacts that might reduce the accuracy of the algorithm to identify the relevant 

morphological features. 
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The same pixel intensity dispersion approach from Batch-CT-rms method was used for 

comparison with 2D EDX maps (EDX-rms cf. Section 4.4). It extracts the spatial distribution 

of carbon from PS in the sample thus not requiring segmentation or determination of pore 

coordinates and therefore it can be applied to AAO and CPG as well. The Rq,EDX (D) profiles 

obtained of both AAO and CPG, consist of characteristic  steps at approximate positions of 

the membrane surfaces and the imbibition front that are easy to analyze with a sigmoidal 

Boltzmann function. However, the information extraction is limited to the surface of the 

cross-section of the infiltrated membranes without access to the bulk, providing quantitative 

information of only tens of pores.  

The final approach, SEM-mean is based on the evaluation of histograms of single-pore 

imbibition lengths obtained by manually measuring in the probed sample cross-sections of 

AAO and CPG (cf. Sections 4.5.2 and 4.5.3). It reproduces the morphological features of 

the membranes such as the membrane surfaces, pores, PS surface film, PS-filled pore 

segments and imbibition front with the largest resolution but only the surface of the sample 

cross-section is available for analysis and thus provides quantitative information of only 

tens of pores. It is also prone to bias due to the measurements done manually. 

Each method is capable of determining the imbibition front position and width and 

providing descriptors for it after histogram evaluation or fitting of the Rq(D) profiles 

obtained from each one. Table 5.1 summarizes all the relevant parameters obtained with the 

aforementioned methods.  
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Table 5.1. Numbers N of the AAO pores considered per sample, Pearson correlation coefficients r and slopes 

 = dLa/dti
1/2 of the linear fits La(ti

1/2) in Figure 5.1b,c and Figure 5.3b as well as Pearson correlation 

coefficients r and slopes dWD/dti
1/2 of the linear fits to the used imbibition front width descriptors (WD) plotted 

against ti
1/2 data sets in Figure 5.2b,c and Figure 5.4b. As imbibition front width descriptors, s (methods 

SEM-mean, CT-mean, CT-rms, Batch-CT-rms for AAO), kB (method Batch-CT-rms for CPG), k2 (method 

EDX-rms for AAO and CPG). 

 

 

 

 

 

 

 

 

 

 

Porous 

Material 
N Method 

r 

value 

La 

(ti
1/2) 

 
[µm/min1/2] 

r value 

WD(ti
1/2) 

dWD/dti
1/2 

[µm/min1/2] 

AAO 
≈2705-

7166 

Batch-

CT-rms 
0.995 2.280 0.989 0.151 

AAO 
≈59-

130 

EDX-

rms 
0.994 2.148 0.977 0.102 

AAO 30 
SEM-

mean 
0.999 2.293 0.993 0.123 

AAO 
1304-

4796 
CT-rms 0.996 2.380 0.929 0.146 

AAO 
1304-

4796 

CT-

mean 
0.991 2.372 0.994 0.205 

AAO 
1304-

4796 

Calc-

AAO 
-- 2.392 -- 0.136 

CPG  
Batch-

CT-rms 
0.999 1.542 0.984 0.050 

CPG  
EDX-

rms 
0.981 1.402 0.778 0.059 

CPG  
SEM-

mean 
0.997 1.573 0.974 0.101 

CPG  
Calc-

CPG 
-- 1.565 -- -- 
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6  Conclusion and Outlook 
 

Liquid imbibition has been and remains a relevant topic of study among diverse fields of 

science and industry. However, the understanding of liquid imbibition into porous scaffolds 

with submicron-sized pores is still premature – even for separated straight cylindrical pores, 

in which cooperative effects related to hydraulically coupled menisci are ruled out. To 

nourish this knowledge field, the imbibition of polystyrene into AAO containing isolated 

straight cylindrical pores and CPG containing spongy-continuous pore systems was 

comparatively studied with specifically developed statistical methods. Both pore models 

have hydroxyl-terminated oxidic pore walls and pore diameters of ~380 nm, which exceed 

the dimensions of the infiltrated macromolecules by one order of magnitude. Additionally, 

the polymer with a high glass transition temperature used here allows freezing of transient 

imbibition stages by cooling and vitrification. Therefore, ex situ characterization of frozen 

transient imbibition stages using techniques that require several hours of measurements, 

such as X-ray tomography, is possible. 

Focus was given to data obtained from phase-contrast X-ray computed tomography, which 

can resolve single pores with diameters in the submicron range and is particularly suitable 

for detecting interfaces in three dimensions. Compared to averaging methods to monitor 

imbibition without single-pore resolution, phase-contrast X-ray CT allowed direct 

microscopic real-space observation of the relevant sample features. In comparison with 

standard microscopy, much larger sample volumes are probed and compared to FIB 
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tomography, preparation artifacts were prevented. The results were compared for validation 

with results from two-dimensional techniques, scanning electron microscopy, and energy-

dispersive x-ray elemental mapping. 

Five image analysis methods in total were developed in which descriptive statistics were 

used to determine imbibition front positions and imbibition front widths.  

 Methods CT-mean and CT-rms (cf. Section 4.2) have the advantage of determination of 

individual AAO pore coordinates, single pore imbibition lengths and provide 

information on thousands of pores. However, the aforementioned methods can only be 

applied on straight parallel pores like the ones found in AAO. 

 Method Batch-CT-rms (cf. Section 4.3) does neither involve segmentation procedures 

nor requires the determination of pore coordinates and can be applied to both AAO and 

CPG. It provides quantitative information on thousands of pores for AAO and tens of 

thousands of cubic micrometers in the case of CPG. However, the volume of interest 

must be processed carefully to remove artifacts that might reduce the accuracy of the 

algorithm to identify the relevant morphological features. This method is assumed to 

yield the more valid results because it is the one with the largest sample volumes probed. 

 Method EDX-rms has the advantage of extracting the spatial distribution of carbon from 

PS in the sample thus not requiring segmentation or determination of pore coordinates 

and thus it can be applied to AAO and CPG. However, the information extraction is 

limited to the surface of the cross-section of the infiltrated membranes without access to 

the bulk, providing quantitative information of only tens of pores. Preparation artifacts 

may occur when infiltrated membranes are cleaved to prepare cross-sectional specimens 

for the EDX mappings. 

 Method SEM-mean is based on the evaluation of histograms of single-pore imbibition 

lengths obtained by manually measuring the PS-filled pore segments from the probed 
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sample cross-sections of AAO and CPG (cf. Sections 4.5.2 and 4.5.3). It has the 

advantage of reproducing the morphological features of interest from the imbibed 

membranes with the largest resolution but only the surface of the sample cross-section 

is available for analysis and thus provides quantitative information of only tens of pores. 

It is also prone to bias due to the measurements done manually. 

It is commonly assumed that the imbibition length scales with the imbibition time to the 

power of 0.5, as predicted by the Lucas-Washburn theory. The Pearson correlation 

coefficient of linear fits to sets of imbibition length/imbibition time data sets for different 

exponents was determined, and the best linear correlation was found for exponents slightly 

deviating from 0.5. This outcome suggests that not only the imbibition prefactor in the 

Lucas-Washburn equation but also the exponent of the imbibition time should be 

scrutinized. 

Using the preexponential factor 𝜈 experimentally determined from X-ray computed 

tomography data and CPG pore diameter frequency densities obtained by mercury intrusion, 

the average imbibition front positions in CPG could be reproduced by the Lucas-Washburn 

law. Using the preexponential factor v and a pore diameter histogram of AAO obtained from 

an SEM image, the imbibition length frequency densities and thickness of the dead layers 

were calculated with the Lucas-Washburn law as well. The preexponential factor 𝜈 of the 

Lucas-Washburn law relating the imbibition front position to the imbibition time found for 

the AAO samples is 1.5 times larger than that found for the CPG samples. This outcome is 

in excellent agreement with the geometric tortuosity of CPG reported earlier. Thus, 

imbibition retardation with respect to AAO reference samples having a geometric tortuosity 

of 1 may quantify the geometric tortuosity of a probed pore system on the condition that 

surface interactions are comparable.  
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The scaling of imbibition front widths with the elapsed imbibition time represents the 

dispersion of the AAO or CPG pore diameters and yields information on the pore 

morphology. However, it is demanding to unambiguously identify the two imbibition front 

onset points for the direct determination of imbibition front widths. Instead, dispersion 

measures of peaks or steps indicating the presence of imbibition fronts in plots of suitable 

image properties against the distance from the membranes surface were used to quantify 

imbibition front widths. Since the relevant length scales are one order of magnitude smaller 

than the length scales relevant to the determination of the mean imbibition front position, 

numerical values of measures of the imbibition front width stronger depend on the applied 

imaging method and the statistical evaluation methodology. 

Hence, a naïve comparison of numerical values obtained by different experimental 

methodologies is misleading. To get comparable results, clearly defined, reproducible 

algorithms comprising the measurement method and statistical data evaluation need to be 

applied. This implies that attention needs to be directed to the compatibility of experimental 

measures of imbibition front widths and theoretical imbibition models. 

The results of methods CT-mean, CT-rms, and Batch-CT-rms obtained with AAO as well-

characterized pore model validate theoretical predictions by Gruener et al.,[41, 49] according 

to which the imbibition front width scales with ti
1/2 if pore models containing cylindrical 

pores uniform in diameter are used. Also, the results obtained corroborate the notion that a 

dead layer of macromolecules immobilized on the AAO pore walls influences imbibition 

dynamics. 

Analysis of the 1D brightness dispersion profiles also yields statistical descriptors of the 

imbibition front widths, the dependence of which on the imbibition times reveals to what 

extent individual or cooperative meniscus movements govern imbibition. X-ray computed 



Conclusion and Outlook 

 

125 

 

tomography data indicate that, in contrast to Vycor glass with sub-10-nm pores, meniscus 

movements in the CPGs used here are governed by cooperative effects. This outcome 

indicates that neck-like cylindrical pore segments do not significantly impact the 

spatiotemporal imbibition front evolution in the CPGs tested here.  

The results presented here may help achieve a predictive understanding of imbibition into 

synthetic self-ordered porous materials with isolated straight cylindrical pores and synthetic 

or real-life materials with spongy-continuous pore systems relevant to applications 

including printing and adhesive bonding and the fabrication of hybrid materials. 
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Abbreviations 
 

3D   three-dimensional 

2D   two-dimensional 

AAO  Anodized aluminum oxide 

CPG  Controlled porous glass 

DSC  Differential scanning calorimetry 

EDX  Energy-dispersive X-ray spectroscopy 

FEG-TEM Field-emission gun transmission electron microscopy 

FIB  Focused-ion beam 

HA  Hard anodization 

IUPAC International Union of Pure and Applied Chemistry 

LW   Lucas-Washburn 

MA  Mild anodization 

NMR  Nuclear magnetic resonance 

PDI  Polydispersity index 

PDMS  Polydimethylsiloxane 

PEO  Polyethylene oxide 

PS  Polystyrene 

SAXS  Small-angle X-ray scattering 

SDD  Silicon drift detector 

SEM  Scanning electron microscopy 

SESI  Secondary electrons secondary ions 

TIFF  Tag image file format 

VPG  Vycor® porous glass 

WD  Width descriptor 

WLF  Williams-Landel-Ferry 

X-ray CT Zernike phase-contrast X-ray computed tomography
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