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1 Introduction

Our modern world is bursting with information and social networks, in which enormous amounts
of data are generated by high-performance electronic devices and need to be stored [1]. Satisfying
the world’s increasing demand for more and more computing power to process such volume of
data while simultaneously reducing energy costs is the incentive for the ever-growing research field
of spin-transport electronics (spintronics) [2, 3]. Unlike conventional (semiconductor) electronics,
spintronics strives to exploit not only the fundamental charge property of electrons but also their
spin nature for transmission of information [2, 4, 5]. Successfully established technologies that
already incorporate the intrinsic spin property of electrons include, for example, magnetoresistive
read heads in hard disk drives (HDDs) and non-volatile magnetoresistive random-access memory
(MRAM) [1–3]. In the not-too-distant future, the spin property is expected to find application also
in other current research areas such as artificial intelligence, in which spintronic devices might be
able to enable low-power adaptive artificial neural networks operating at high performance [3, 6].

The seeds for the research field of spintronics were sown with the discovery of the giant magne-
toresistance (GMR) effect in the late 1980s by the groups of Albert Fert and Peter Grünberg [7,8],
which occurs in multilayer structures where a thin non-magnetic conductive spacer is sandwiched
between two ferromagnetic layers. This effect arises from the strongly spin-dependent scattering
of electrons carrying the electric current as they travel from one ferromagnetic layer to the other,
which causes a large variation in the electrical resistance dependent on the magnetization alignment
(parallel or antiparallel) of the two ferromagnets relative to each other.

Back then, the scientific world and industry recognized right away that the discovery of the GMR
effect could have significant technological implications and might even represent a milestone for
electronic storage of information. By simply switching the magnetization of just one ferromagnetic
layer, one was able to create two different resistance states, which could correspond to the logic
digital states (0,1) in a typical data storage device [9]. As a result, it took less than a dozen
years for the first GMR-based hard disks to enter the market and quickly supersede the previously
established technologies [9].

Almost simultaneously, reports began to accumulate of a very similar magnetoresistance phe-
nomenon, known as tunneling magnetoresistance (TMR) [10,11], which had originally been discov-
ered a few years earlier by Jullière [12]. Unlike the GMR effect, the TMR effect occurs in so-called
magnetic tunnel junctions (MTJs) – multilayer structures with an ultrathin layer of insulating
material between two ferromagnetic layers. Many critical and important features that constitute
the TMR effect are similar to those of the GMR effect [13]. Yet, the key difference between both
effects is that instead of classical conduction, the TMR effect relies on the spin-dependent quantum-
mechanical tunneling of electrons through a barrier from one ferromagnetic layer to another, which
leads to the characteristic large change in electrical resistance upon a variation of magnetization
direction of one ferromagnet relative to the other [14].

Up to now, only transition metals and their alloys have been employed for magnetoresistive devices.
However, these have already reached their theoretical limits, with their performance still lagging
severely behind that of semiconductor switches and transistors by multiple orders of magnitude [13].
Consequently, new and more promising materials with a higher degree of spin-polarization, capable
of much higher performance, are required in order to be able to compete with the conventional
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Chapter 1: Introduction

electronic representatives. For that matter, ferromagnetic and ferrimagnetic half-metals such as
Fe3O4 (magnetite) are believed to provide a potential remedy since they exhibit maximum spin
asymmetry around the Fermi level, allowing for a theoretical spin-polarization of up to 100% at the
Fermi edge. But even spintronic prototype devices based on Fe3O4 layers have not been convincing
either, and their performance leaves much to be desired [15–17]. It is suspected that the origin of
the problem lies in interface effects such as surface modifications [13,18] that limit the efficiency of
such devices. Therefore, further as well as in-depth knowledge of the growth process and especially
of the interface of these promising half-metals is inevitable before they can even come close to
delivering their full potential in spintronic applications.

non-magnetic
metal

spin-
detector

(FM)

Φdown

Φup

spin-up 

spin-down 

(b)

spin-filter

(a)

spin-filter

non-magnetic
metal

spin-detector
(FM)

Fig. 1.1: (a) Schematics of a typical structure employing a ferro-/ferrimagnetic insulator as a spin-filter
sandwiched between a non-magnetic metal and a ferromagnetic (FM) so-called spin-detector to generate
highly polarized electron currents. (b) Origin of the spin-filtering effect. Due to the different tunneling
barrier heights Φup and Φdown for spin-up and spin-down electrons, respectively, the tunneling probability
through such a spin filter is higher for electrons of one spin orientation than for the respective other.
Adapted from Refs. [9, 19,20].

An attractive alternative to classical MTJs is provided by structures consisting of spin-filters [9], in
which strongly polarized electron currents are generated by ultrathin layers made of magnetic insu-
lators such as CoFe2O4 (stoichiometric cobalt ferrite), acting as tunneling barriers (cf. Fig. 1.1) [21].
The spin-selective transport from magnetic insulators arises due to their exchange-split energy lev-
els in the conduction band, leading to spin-dependent tunnel barrier heights for electrons. Con-
sequently, tunneling through a magnetic insulator is favored for electrons only of a certain spin
species due to a higher tunneling probability. Thus, a combination of a magnetic insulator and
a non-magnetic electrode behaves like a kind of artificial half-metal [9]. Yet, the preparation of,
for example, CoFe2O4 as a tunnel barrier presents a major challenge to overcome so far. On the
one hand, the synthesis of oxides often leads to an abundance of structural imperfections, such as
lattice defects in the crystal structure, which can affect the magnetic and electronic properties of
the oxide. This, in turn, can have a significant impact on the spin-filter efficiency of CoFe2O4.
On the other hand, it is possible that the controlled creation of oxygen vacancies in the CoFe2O4

crystal structure can tune and might even improve its spin-filter efficiency [14].

Driven by this motivation, this thesis addresses the epitaxial and crystalline growth of (ultra)thin
magnetite and cobalt ferrite films and their structural, magnetic, and electronic analysis by a va-
riety of (complementary) characterization methods. The necessary theoretical background, e.g.,
of the characterization methods used is discussed in Chap. 2. The description of the structural,
electronic, and magnetic properties of the main materials investigated follows in Chap. 3. There-
after, the experimental setups used for the different measurements are introduced in Chap. 4. The
experimental results presented in Chap. 5–8 form the heart of the thesis.
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The very first experimental results presented in Chap. 5 deal with ultrathin Fe3O4 films grown
on SrTiO3(001) substrates by reactive molecular beam epitaxy (RMBE) and the often observed
counter-intuitive strain behavior induced in these films by the substrate. For this purpose, the com-
plementary measurement techniques high-resolution transmission electron microscopy (HRTEM)
and (grazing incidence) X-ray diffraction (GI)XRD serve as key investigation techniques. In par-
ticular, valuable insights into the interface between Fe3O4 and SrTiO3(001) are retrieved from the
HRTEM measurements.

In the next chapter Chap. 6, one step further will be taken and an additional CoO film is deposited
on such Fe3O4/SrTiO3(001) structures to demonstrate an alternative pathway for the synthesis of
cobalt ferrite films of high structural quality via the interdiffusion of both oxide films [22]. Here, the
effects of post-deposition annealing (PDA) on the bilayer systems are studied in situ after each PDA
step by soft and hard X-ray photoelectron spectroscopy (soft XPS and HAXPES) and (GI)XRD.
With this, the evolution from the initial bilayer stacks to completely formed cobalt ferrite films
in terms of electronic and structural variations is followed with maximum precision. Moreover,
angular-resolved HAXPES (AR-HAXPES) as well as X-ray reflectivity (XRR) measurements are
performed on the final films (after the last PDA step) to control complete intermixing of the CoO
and Fe3O4 films.

Subsequently, the influence of cation distribution on the magnetic properties of the Co-rich cobalt
ferrite thin films produced by this novel synthesis technique (cf. Chap. 6) are examined in Chap. 7.
Within this scope, both surface and bulk specific techniques are employed, namely atomic force
microscopy (AFM), X-ray absorption (XAS), X-ray magnetic circular dichroism (XMCD), AR-
HAXPES, and superconducting quantum interference device (SQUID) magnetometry, to deliver a
comprehensive and conclusive picture of the film properties under investigation [23].

Last but not least, in Chap. 8, the initial growth behavior of ultrathin cobalt ferrite films grown
by RMBE on MgO(001), a substrate more suitable for cobalt ferrite than SrTiO3 in terms of lat-
tice mismatch (cf. Sec. 2.2.2), is examined depending on the Co content. The film growth and
the evolving strain already starting from the very early growth stages are monitored extensively
and time-resolved by synchrotron radiation-based specular XRD. Low energy electron diffraction
(LEED) and XRR measurements are carried out to shed light especially on the final substrate-film
interfaces and film surfaces. Furthermore, HAXPES and SQUID measurements provide fundamen-
tal information on the electronic, chemical, and magnetic properties of the different cobalt ferrite
films produced.

Finally, this thesis concludes with a summary in Chap. 9 of all the results obtained. In addition,
a small outlook of possible future research perspectives based on the results presented here is
provided.
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2 Theoretical background and experimental methods

In the following, the theoretical concepts relevant for this work are introduced, providing a theoreti-
cal basis for the results and publications presented in Chap. 5–8. The very first few sections focus on
the characterization of crystalline structures in general and the growth of crystalline films, followed
by a basic description of magnetism in the next section. The former considerations (cf. Sec. 2.1
and Sec. 2.2) are mainly based on information given in Refs. [24–29], whereas Refs. [26,30–32] pro-
vided the information necessary for the latter (cf. Sec. 2.3). The focus is then turned toward the
superconducting quantum interference device, which was used to study the integral magnetic prop-
erties of the samples produced, following Refs. [33–36]. Thereafter, the theory of the (core-level)
spectroscopic and the experimental diffraction techniques used in this body of work are examined
according to Refs. [30,32,37–40] and Refs. [24,41–43], respectively. In addition, a brief overview of
X-ray reflectivity is given next (cf. Refs. [44,45]), which has been employed only as a supplementary
characterization technique. Finally, the utilized spatial direct imaging tools are discussed, following
Refs. [46–48].

2.1 Periodic structures - Single crystals

Ideal crystals are three-dimensional structures built from the periodically repeating juxtaposition
of a smallest structural unit, also known as unit cell. Because of this periodic (long-range) order,
crystals possess translation symmetry, unlike amorphous solids or liquids, for example, in which a
long-range order is absent. The unit cell may contain only a single atom or even groups of atoms,
forming the basis of the crystal. Three linearly independent crystallographic (lattice) vectors a, b,
and c span the unit cell, whose non-overlapping translation

Rn = na a+ nb b+ nc c with na, nb, nc ∈ Z (2.1)

along its principal axes then defines the complete crystal lattice. Essentially, it is possible to define
several different unit cells for the same crystal lattice, all satisfying the translation symmetry of
the crystal lattice, yet only the smallest-volume unit cell is termed primitive, which is formed by its

ratom

rj

Rn

(0,0)

b

a

Fig. 2.1: Illustration of a two-dimensional
crystal. The primitive lattice vectors a and
b span the primitive unit cell (red), consist-
ing of two atoms (blue and gray). The posi-
tion of each unit cell in the crystal is given
by the vector Rn, whereas the vector rj
gives the position of each atom within the
unit cells. The linear combination (ratom;
depicted in green) of both position vec-
tors (Rn and rj) covers the positions of
all atoms in the crystal structure.
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Chapter 2: Theoretical background and experimental methods

primitive lattice vectors a, b, and c. However an all-encompassing description of a crystal structure
requires information not only about the lattice but also about the positions of the individual atoms
within a unit cell of the crystal, especially if the unit cell includes more than one atom. Hence, for
a basis containing j atoms, also additional j vectors

rj = uj a+ vj b+ wj c with 0 ≤ uj , vj , wj ≤ 1, (2.2)

must be defined. Here, uj , vj , and wj are the respective coordinates of the j atoms. Accordingly,
any atom ratom in the crystal can be reached by the linear combination

ratom = Rn + rj (2.3)

of the vector Rn (describing the position of unit cells) and the vector rj (specifying the position
of each atom within a unit cell). This is schematically illustrated in Fig. 2.1 for a two-dimensional
crystal with a two atomic basis.

2.1.1 Classification of crystal lattices - The cubic crystal system

P I F

Fig. 2.2: The cubic crystal system.
The different kinds of centering (prim-
itive, body-centered, and face-centered)
are denoted by the letters P, I, and F.

Apart from the characteristic translation symmetry as introduced before, many crystals possess
additional symmetries such as rotation, mirror reflection, and inversion symmetry. With respect
to the different symmetry operations, crystal lattices can basically be classified into seven differ-
ent crystal systems, namely cubic, tetragonal, orthorhombic, hexagonal, trigonal, monoclinic, and
triclinic. The different crystal systems are distinguishable according to the magnitudes of the re-
spective lattice vectors a, b, and c (the magnitudes of a, b, and c correspond to the lattice constants
a, b, and c of the crystal) and their angles α, β, and γ that they form with each other. Within
this work, only materials were used that belong to the cubic crystal system with a = b = c and
α = β = γ = 90◦ (cf. Fig. 2.2). With respect to the different kinds of centering, the cubic crystal
system can be further divided into three subtypes, exhibiting either a single lattice point or even
more than one lattice point per unit cell. The different kinds are primitive, body-centered, and
face-centered, which are commonly denoted by the letters P, I, and F, respectively [25].

2.1.2 Lattice planes, directions, and Miller indices

In order to quantitatively and unambiguously identify crystallographic planes in any crystal, they
are indexed by three integer values h, k, and l, which are also known as Miller indices. First, the
reciprocals of the interceptions points (in multiples of the lattice constants) between a certain lattice
plane and the three crystallographic axes of the crystal are determined. Afterward, the values are
multiplied by a factor, so that they become integer values without having a common divisor. The
resulting integer values are the Miller indices of the respective crystallographic plane, which are
generally written enclosed in round brackets/parentheses (hkl). For instance, the crystallographic
plane with intersection points at 2, 3, and 6 (arbitrarily chosen), is indexed by the Miller indices
(321). In the case that a crystallographic plane has no intersection with a crystallographic axis (the
point of intersection is at infinity), the corresponding index is represented by zero [cf. Fig. 2.3 (a,b)].
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2.1 Periodic structures - Single crystals

For negative intersection points, the corresponding indices are written with a bar above them, by
convention. The set of all lattice planes that are equivalent by symmetry is expressed using curly
brackets/braces {}.

[001]

(001) (011) (111)

(a) (b) (c)

[111][011]
Fig. 2.3: Three representative
lattice planes (marked in red) in a
simple cubic crystal each displayed
with its corresponding normal vec-
tor. (a) (001) plane, (b) (011)
plane, and (c) (111) plane.

Directions in crystals are specified by indices as well (here denoted by the integer values u, v,
and w), which are instead portrayed enclosed in square brackets [uvw]. Somewhat easier than for
crystal planes, directions in a crystal are defined according to the vector components as integer
values of the respective direction. In the special case of cubic crystals, the [uvw] direction is
conveniently always perpendicular to a lattice plane (hkl) of the same indices u = h, v = k, and
w = l [cf. Fig. 2.3 (a–c)]. All crystallographically equivalent directions in a crystal are identified
using angular brackets ⟨⟩.

2.1.3 Reciprocal lattice

For each crystal lattice in real space, a reciprocal lattice in reciprocal space can be defined, which
is analogously spanned by three reciprocal lattice vectors a∗, b∗, and c∗. The reciprocal lattice
vectors are directly linked to the crystallographic lattice vector a, b, and c (cf. Sec. 2.1) according
to

a∗ = 2π
b× c

a · (b× c)
, b∗ = 2π

c× a

a · (b× c)
, and c∗ = 2π

a× b

a · (b× c)
, (2.4)

with a · (b× c) being the volume of the crystall unit cell and a · a∗ = b · b∗ = c · c∗ = 2π. The set
of all reciprocal lattice points can be expressed by the reciprocal lattice vector

Ghkl = ha∗ + k b∗ + l c∗ with h, k, l ∈ Z . (2.5)

For cubic, tetragonal, and orthorhombic crystal lattices, their crystallographic lattice vectors a,
b, and c are always perpendicular to each other (α = β = γ = 90◦). Thus, the corresponding
reciprocal lattice vectors are perpendicular to each other as well and have lengths of

a∗ =
2π

a
, b∗ =

2π

b
, and c∗ =

2π

c
. (2.6)

Contrary to three-dimensional crystals, crystalline surfaces lack the periodicity in the vertical di-
rection. As a result, the reciprocal lattice vector for a surface reduces to the form

Ghk = ha∗ + k b∗ with h, k ∈ Z , (2.7)

where

a∗ = 2π
b× n

a · (b× n)
and b∗ = 2π

n× a

a · (b× n)
(2.8)

are again the reciprocal lattice vectors with n being the unit vector perpendicular to the surface.
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In principal, the concept of the reciprocal lattice is of particular interest with respect to the in-
terpretation of diffraction processes and is therefore commonly used for the analysis of periodic
structures by X-ray or electron diffraction (see Sec. 2.6 and Sec. 2.7).

2.2 Growth of epitaxial (ultra)thin films

(Ultra)thin films are often grown on substrates, which serve as a template for the films. Hereby,
the growth of thin films is called epitactic when generally two conditions apply: first, the grown
film must be crystalline, and second the film must have a well-defined orientation relative to the
crystalline substrate underneath. Epitaxial (ultra)thin films can be prepared by different types of
deposition techniques such as sputter deposition, pulsed laser deposition, or (reactive) molecular
beam epitaxy. The latter technique was also utilized for the preparation of the different films for
this work (cf. Sec. 4.1).

In molecular beam epitaxy, for instance, (transition) metals or rare earths are evaporated and
directed as a molecular beam onto a substrate surface. The impinging particles can either adsorb
as adatoms on the surface, where they are able to migrate over the surface by diffusion, or re-
evaporate (desorb) if the temperature of the substrate during deposition is too high. Although it
might now appear that excessively high temperatures are rather to be avoided for thin film growth,
these temperatures are again occasionally desired in, e.g., (reactive) solid phase epitaxy, where
the formation of crystalline films is mediated by post-deposition annealing of previously deposited
films. However, this synthesis method for thin film preparation is heavily restricted by the material
properties of the substrate since (even small) elevated temperatures can promote diffusion and
segregation of substrate material into the growing film, as demonstrated, e.g., for Fe3O4 thin films
grown on MgO substrates above a substrate temperature of 250 ◦C [49].

2.2.1 Growth modes in epitaxy

γsγs/f

γf

φ

(d)(a) (b) (c)

Frank-van der MerweVolmer-Weber Stranski-Krastanov surface tensions γ

Fig. 2.4: Sketch of the different modes in which the growth of a thin film (red) on a substrate (blue) can
proceed: (a) Volmer-Weber (3D island) growth, (b) Frank-van der Merwe (layer-by-layer) growth, and (c)
Stranski-Krastanov (layer-plus-island) growth. The different growth modes can be derived considering
the involved thermodynamic quantities (the three macroscopic surface tensions) γs,γf, and γs/f, as shown
in (d). The wetting angle is denoted by φ as the angle between γf and γs/f.

In the case of adatoms, their mobility as well as interatomic interactions determine the growth
mode of the film, which can be divided into three principal categories [cf. Fig. 2.4 (a–c)]: formation
of three-dimensional islands (Volmer-Weber growth), layer-by-layer growth (Frank-van der Merwe
growth), and a combination of both just mentioned growth types (2D layer and 3D island growth),
called Stranski-Krastanov growth. The different growth modes are described in more detail below
[29]:
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2.2 Growth of epitaxial (ultra)thin films

� Volmer-Weber (3D island) growth
Film growth proceeds in this growth mode if adatoms of the film tend to bond to one another
rather than to the surface of the substrate. As a consequence, the adatoms directly nucleate
on the surface and form three-dimensional islands.

� Frank-van der Merwe (layer-by-layer) growth
If, in turn, the adatoms prefer to bond to the substrate surface and less to each other, two-
dimensional growth occurs. In this process, each atomic layer is first completely closed before
a new layer begins to form on top of it.

� Stranski-Krastanov (layer-plus-island) growth
Here, the film initially starts to grow as a complete two-dimensional layer, but after a critical
film thickness, three-dimensional islands form. Hence, this growth mode can be understood
as an intermediate case between Volmer-Weber and Frank-van der Merwe growth.

For each growth type, individual conditions apply, under which the respective mode occurs. The
specific conditions can be derived on the basis of a thermodynamic approach that addresses the
different surface or interface tensions γ involved in the growth process – the surface tension of
the substrate γs, the surface tension of the film γf, and the interface tension of the substrate-film
interface γs/f. Here, γ is equivalent to a characteristic free energy per unit area necessary to build
a surface or interface. Alternatively, γ can be considered as a force per unit length, acting on a
contact line and pulling in a particular direction [see Fig. 2.4 (d)]. The force equilibrium of all
appearing forces is expressed by

γs = γs/f + γf cos (φ) , (2.9)

with the wetting (or contact) angle φ between the surface tension of the film γf and the interface
tension of the substrate-film interface γs/f [29]. For φ = 0, the surface tension of the substrate is
larger than the sum of both the film surface tension and the interface tension, resulting in layer-
by-layer growth for γs ≥ γs/f + γf. In contrast, island growth is favored for φ > 0 and, hence,
γs < γs/f + γf applies. The layer-plus-island growth initially follows the layer-by-layer growth
(φ = 0). However, the film growth changes both γs and γs/f in such a way that the layer-by-
layer growth becomes unfavorable for the further growth process in this case. Thus, the film then
complies with the criteria characteristic of island growth (φ > 0) and forms islands.

2.2.2 Substrate-induced strain effects

When a crystalline thin film is deposited on a crystalline substrate, their lattice constants usually
differ from each other [cf. Fig. 2.5 (a)], unless film and substrate are made of the same material. In
the following, af and as refer to the bulk lattice constants of the film and the substrate, respectively.
The lattice mismatch

f =
af − as
as

(2.10)

is a quantitative measure of how much the film and substrate diverge from one another [29]. A
non-zero lattice mismatch is usually accompanied by strain induced by the substrate into the
deposited film due to the difference in lattice constants. The induced in-plane strain parallel to the
substrate-film interface is defined by

ε∥ =
af,str − af

af
=

∆af
af

, (2.11)
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(b) (c)(a)

af

af

af

af

as as as

as as as

aps

cps

film
film

film

substrate substrate substrate

isolated units pseudomorhpic growth misfit dislocation

Fig. 2.5: Illustration of a film (red) with larger lattice constant af than the lattice constant as of the
substrate (blue). (a) Both individual units in equilibrium without interaction at their interface. (b) Film
and substrate joined as in the case of pseudomorphic growth with strong interaction at interface and
lateral adaptation of the film lattice to the substrate lattice. aps = as and cps are the strained lateral
and vertical lattice constants of the film, respectively. (c) Film and substrate are connected through the
formation of interfacial misfit dislocations, resulting in a relaxation of the film toward its bulk lattice
constants with growing film thickness. Adapted from Ref. [50].

and the out-of-plane strain perpendicular to the substrate-film interface is analogously defined by

ε⊥ =
cf,str − cf

cf
=

∆cf
cf

, (2.12)

in which af,str and cf,str are the strained in-plane and out-of-plane film lattice constants, respectively
[51]. Both the out-of-plane strain ε⊥ and the in-plane strain ε∥ are linked to each other by the
Poisson ratio ν, which is unique for each material and describes the behavior of a certain material
under mechanical stress [52–54]. A detailed derivation of the Poisson ratio ν by means of the
material-specific elastic moduli or elastic constants [55] is presented in Refs. [25, 28]. In the case
of an epitaxial film with cubic lattice symmetry subjected to equal biaxial stress within the (001)
plane, the relationship between ε⊥ and ε∥ can be expressed by

ε⊥ =
2ν

ν − 1
ε∥ . (2.13)

Consequently, despite the absence of stress in the normal film direction, the two-dimensional stress
induced by the substrate will always cause additional strain in the out-of-plane direction and
thus distortion of the film lattice in the lateral and vertical directions. If the lattice mismatch f is
relatively small, the film usually attempts to laterally match the periodicity of the substrate, which,
in most cases, is coupled with an opposing distortion in the vertical direction [cf. Fig. 2.5 (b)].
This growth behavior is referred to as pseudomorphic (or coherent [56]) growth. For instance, a
lateral compression is accompanied by a vertical expansion, and vice versa. However, this type of
behavior is reflected only in films exhibiting a positive Poisson ratio ν. For negative values of ν,
the material instead behaves auxetically, i.e., the film in this case responds with both vertical and
lateral compression or expansion depending on the induced stress. Therefore, the Poisson ratio
dictates how the material will be elastically deformed in the vertical direction corresponding to a
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2.3 Matter in external magnetic fields and collective magnetism

given lateral distortion due to the lattice mismatch. Based on Eq. (2.13), the vertical distortion
∆cf of a tetragonally strained film is thus

∆cf =
2ν

ν − 1
∆af , (2.14)

according to a given lateral distortion ∆af and assuming an initial cubic structure of the film with
cf = af.

As the film proceeds to grow coherently, the strain energy involved in the growth process

Eε = ε2∥B df (2.15)

increases proportionally with the film thickness df until, at a certain critical film thickness dc,
the formation of so-called misfit dislocations becomes more favorable for the film [57] in order to
minimize the total energy. Hereby, B represents a function of elastic constants, which depends
on the crystal structure of the film as well as on the direction of film growth. The critical film
thickness dc for a given film system can be estimated by applying the most widely accepted model
of Matthews and Blakeslee [58]

dc
b

=

(
1− ν cos2 α

) (
ln
(
dc
b

)
+ 1

)
2π f (1 + ν) cos(λ)

, (2.16)

with the magnitude of the Burgers vector b, the Poisson ratio ν of the film, the angle α between
the Burgers vector and the dislocation line, the lattice mismatch f , and the angle λ between the
Burgers vector and the direction perpendicular to the dislocation line and within the plane of
the interface involved. As a result of the incorporation of misfit dislocations, the epitaxial film is
able to relieve (partly) the induced lateral strain and relaxes toward its bulk lattice constant af.
The distance between two dislocations formed depends on the amount of strain released during
this process. Assuming a simple cubic structure for both film and substrate, the separation of
neighboring dislocations in the film is given by

ddis =
af

f − ε∥
≃ b

f − ε∥
, (2.17)

where ε∥ denotes the residual lateral strain of the film [51]. If the lateral strain is entirely com-
pensated by misfit dislocations (ε∥ → 0), which is the case when the film is totally relaxed, the
distance of dislocations reduces to b/f .

For a relatively large lattice mismatch f between substrate and film, the strain imposed by the
substrate is considerably higher and so is the strain energy involved, which depends quadratically
upon the mismatch [59]. As a consequence, misfit dislocations can already form at the substrate-film
interface to reduce the strain energy immediately at the onset of film growth [cf. Fig. 2.5 (c)].

2.3 Matter in external magnetic fields and collective magnetism

When matter is subjected to an external magnetic field H, it responds with a corresponding
magnetization

M =
msum

V
=

1

V

∑
j

mj , (2.18)
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with msum being the sum of all individual (atomic) magnetic moments mj in a volume V . The
atomic magnetic moment is composed of the orbital magnetic moment and the spin magnetic
moment of the electrons within each atom. As the magnetic moments produced by the nuclei are
far lower compared to electron magnetic moments, nuclear magnetism is usually neglected. Matter
whose magnetization M is linearly related to the external magnetic field H, i.e.,

M = χH , (2.19)

is called a linear material with the dimensionless proportionality constant χ, being the magnetic
susceptibility of the material. Strictly speaking, the magnetic susceptibility is a scalar quantity only
in very few crystals since the magnetic response M often depends on the orientation of the sample
with respect to the external magnetic field H. Consequently, the magnetic susceptibility is in fact
a symmetric second-rank tensor χ. Both the external magnetic field H and the magnetization M
generate a magnetic induction (also named magnetic flux density), which add up to

B = µ0 (H +M) = µ0 (1 + χ)︸ ︷︷ ︸
µr

H = µ0 µrH , (2.20)

neglecting any demagnetizing and stray fields. µ0 is the permeability of free space (or vacuum
permeability) and µr = (1 + χ) is the relative permeability of the material.

With regard to the magnetic susceptibility χ, matter without a collective magnetic order can
basically be divided into two principle types: diamagnets and paramagnets. Diamagnets have a
magnetic susceptibility χ < 0 and do not possess any permanent atomic magnetic moment for
vanishing external magnetic field. However, upon influence of an external magnetic field, circular
charge currents are induced in a diamagnet according to Lenz’s law, producing a magnetic field that
counteracts the external magnetic field. In contrast, paramagnets are characterized by a magnetic
susceptibility χ > 0 and possess permanent magnetic moments even in the absence of an external
magnetic field. The permanent magnetic moments are not coupled to each other and, therefore,
they orient randomly in a vanishing external magnetic field, resulting in zero magnetization. When
exposed to an external magnetic field, the permanent magnetic moments align in the direction of
the magnetic field and generate a non-zero magnetization. It is to be noted that depending on
whether the particular type of magnetism is caused solely by localized or primarily by delocalized
(conduction band) electrons further subtypes can be differentiated, such as Langevin diamagnetism
and Langevin paramagnetism, both evoked by localized electrons, or Landau diamagnetism and
Pauli paramagnetism in metals with delocalized electrons.

Matter exhibiting permanent magnetic moments but unlike paramagnets with additional long-
range collective magnetic order fall into a different category with respect to magnetism (collective
magnetism). Materials of this type retain their magnetic collective order even in the absence of
an external magnetic field, resulting in a spontaneous magnetization within the material up to a
critical material-specific temperature. Above the critical temperature, they undergo a magnetic
phase transition, lose their collective magnetic order, and become paramagnetic instead.

Figure 2.6 presents three characteristic examples of magnetic materials belonging to this variety,
namely ferromagnets, antiferromagnets, and ferrimagnets. Ferromagnets have atomic magnetic mo-
ments all pointing in one and the same direction, yielding maximum magnetization [cf. Fig. 2.6 (a)].
In antiferromagnets, adjacent atomic magnetic moments align antiparallel to one another, such that
no net magnetization occurs on a macroscopic scale [cf. Fig. 2.6 (b)]. Accordingly, antiferromagnets
can be seen as two interpenetrating sublattices, in which the magnetic moments pointing into the
same direction are arranged on one sublattice while the opposing magnetic moments are arranged
on the respective other sublattice. Ferrimagnets can be understood in the same way with the dif-

12
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(a) (b) (c)

ferromagnetism ferrimagnetismantiferromagnetism

Fig. 2.6: Collective magnetic materials exhibit three main magnetic orders: (a) ferromagnetism, (b) an-
tiferromagnetism, and (c) ferrimagnetism. Both antiferromagnetism and ferrimagnetism can be described
by two interacting antiparallel sublattices. In antiferromagnetism, both sublattices are equivalent, so that
the magnetization of both sublattices cancel each other out. This is not the case for ferrimagnetism,
for which the two sublattices are not equivalent and, therefore, a non-vanishing overall magnetization
occurs.

ference that both sublattices are not equivalent [cf. Fig. 2.6 (c)]. As a result, the magnetizations
of the two sublattices do not cancel each other out entirely. For both ferromagnets and ferrimag-
nets, the critical temperature above which their collective magnetic order vanishes and turns into
paramagnetism is called Curie temperature TC, whereas for antiferromagnets, it is referred to as
Néel temperature TN.

In the following, the phenomenon of collective magnetic ordering of localized electrons will be de-
scribed in more detail since the ferrite films (cf. Chap 3) that have been magnetically characterized
in this work belong to this group of magnetic materials. For a complete description of collective
magnetism, including the collective magnetic ordering of itinerant magnetic moments in metals by
means of the Stoner model, see Refs. [31, 32].

2.3.1 Collective magnetic ordering

The influence of the magnetic dipolar interaction is far too weak (∼ 0.1meV [30]) to account for
the magnetic long-range ordering in magnetic materials except at very low temperatures. Instead,
the origin of the magnetic order can be traced back to the so-called exchange interaction. The
exchange interaction is a quantum-mechanical effect and can basically be understood as electrostatic
interaction between two close electrons, usually of neighboring atoms, in conjunction with the Pauli
exclusion principle, precluding the two electrons to be simultaneously at the same location due to
possible overlapping wave functions if both have the same spin. In a magnetic material with
collective magnetic order, the exchange interaction is by far the strongest magnetic interaction.

The overall wave function Ψ for the joint state of (two) electrons comprises a spatial part ψ and
a spin part1 χ. Since electrons are fermions, the overall wave function is postulated to be anti-
symmetric under the exchange of any electron pair. Thus, either the spatial part of the overall
wave function must be symmetric ψsym in combination with an antisymmetric spin singlet state χS

(antiparallel spin alignment with total spin quantum number S = 0) or vice versa with antisym-
metric spatial part ψas and a symmetric spin triplet state χT (S = 1). The overall wave function

1It is common to express spin states also like the magnetic susceptibility by χ. In order to avoid confusion, it should
be noted that in the following χ refers exclusively to spin states.
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is therefore given by

ΨS = ψsym (r) χS (s) or by ΨT = ψas (r) χT (s) , (2.21)

where r = (r1, r2) and s = (s1, s2) are the spatial and spin coordinates of the two electrons,
respectively. The energies associated with the two possible states are given by ES and ET, consid-
ering electron-electron interaction. The difference of the two energies defines the so-called exchange
constant (or exchange integral)

J =
ES − ET

2
. (2.22)

For ES > ET, J is positive (J > 0) and consequently the triplet state ΨT is preferred by the
system as it is the state with the lower energy. In this case, the interaction between the two
electrons is ferromagnetic, resulting in complete parallel alignment of all spins in a single direction
and a ferromagnetic spin structure. In contrast, the singlet state ΨT is favored for J < 0 due
to ES < ET, indicating antiferromagnetic interaction. This leads to antiparallel orientation of
adjacent spins and an antiferromagnetic spin structure.

Heisenberg model and Hubbard model

In modern physics, it is often convenient to investigate the magnetic properties of materials with
the help of model Hamiltonians, which reproduce correct results even without establishing a first-
principles theory [32]. The Heisenberg model [60] as well as the Hubbard model2 [63] are among
the most widely used and popular Hamiltonian models. In the Heisenberg model, the exchange
interaction is described in terms of two interacting spins Ŝ1 and Ŝ2 within an effective Hamiltonian

Ĥ = −2J Ŝ1 · Ŝ2 , (2.23)

which acts solely on the spin wave function χ and produces the same energy splitting for antiparallel
and parallel alignment. Since it was recognized that Eq. (2.23) probably also applies, e.g., between
neighboring atoms of a lattice [30], the two-spin Hamiltonian can be extended and generalized for
a many-body system to

Ĥ = −2
∑
i>j

Jij Ŝi · Ŝj (2.24)

as a sum over all atoms i and all interacting neighbors j with the restriction i > j to avoid
’double-counting’. This coupling of atomic moments (sums of spins) of different atoms in a lattice
is commonly called inter-atomic exchange, whereas the coupling of individual spins located on the
same atom is called intra-atomic exchange [32]. In addition, usually only the nearest-neighbor
spin interactions are considered in the many-electron Heisenberg Hamiltonian and all other spin
interactions are regarded as negligible.

Unlike the Heisenberg model, the spin operator is not an explicit element in the effective Hamilto-
nian of the Hubbard model, although the spin is considered in further calculations. The Hubbard
model describes in terms of two interacting electrons the possibility of virtual electron hopping
between lattice sites (from one atom to the next and back again) based on the competing interplay

2Although the Hubbard model was named after Hubbard alone, Gutzwiller [61] and Kanamori [62] independently
developed the same approaches in the same year as Hubbard to describe electrons in 3d transition metals under
the influence of strong Coulomb repulsions.
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of electrostatic Coulomb energy and kinetic (or hopping) energy of the electrons. Thereby, the hop-
ping processes are subject to the Pauli principle as every lattice site in the picture of one orbital,
containing already one electron per lattice atom, can be doubly occupied with one spin-down and
one spin-up electron. The phenomenon of (virtual) electron hopping plays a central role especially
in the indirect exchange interaction types, i.e., when the exchange interaction between electrons of
neighboring magnetic moments proceeds by means of an intermediary. Both the direct and espe-
cially the indirect exchange will be described in more detail later. The electrostatic Coulomb energy
addresses the Coulomb repulsion of electrons and describes the energy required to place two elec-
trons on the same lattice site (double occupation on the same atom). The strength of the Coulomb
repulsion is parameterized by U . As the distance between the electrons increases, the Coulomb
energy decreases, causing the electrons to be more likely to be localized to their atoms. The kinetic
energy is associated with the motion of electrons between different atoms. By conserving kinetic
energy, the electrons tend to be less confined to their respective atoms and are thus delocalized,
allowing electrons to hop from one atom to another. The relationship between kinetic energy and
delocalization is a direct consequence of the Heisenberg uncertainty principle. The probability for
a hopping process is characterized by the hopping matrix element t, where hopping itself can be
understood as a process in which an electron is annihilated on one lattice site and then created on
a neighboring lattice site, or vice versa. The corresponding Hubbard model Hamiltonian can be
expressed by

Ĥ = −t
∑
⟨i,j⟩,σ

(
c†i,σ cj,σ + c†j,σ ci,σ

)
+ U

N∑
i=1

ni,↑ ni,↓ = Ĥt + ĤU , (2.25)

with the first term representing the kinetic energy involving the annihilation (ci,σ) of the electron

of spin σ on lattice site i and its creation (c†j,σ) on an adjacent lattice site j, or vice versa. In
the process, the spin of the electron is preserved. The second term represents the electrostatic
Coulomb energy, which contributes only in the case of double occupation of electrons on lattice site
i, indicated by the counting operator ni,σ = c†i,σ ci,σ.

In the limiting case of U ≫ t and U ≥ 0, the double occupation of lattice sites becomes energetically
unfavorable and electrons are localized at their atoms (contribution of ĤU dominates). In this limit,
the Hubbard model, similar to the Heisenberg model for J < 0, gives rise to an antiferromagnetic
alignment of the localized electron spins, resulting in an antiferromagnetic isolator (Mott insulator).
Metallic behavior, on the other hand, is realized for t≫ U due to delocalized electrons. The metal-
insulator transition occurs when U ∼ t.

Direct exchange and indirect exchange

Depending on whether an intermediary is involved in the exchange interaction, a distinction can
be made between direct exchange and indirect exchange. In direct exchange, the electrons on
neighboring magnetic atoms interact with each other due to directly overlapping electron wave
functions. Although this exchange mechanism seems to be the most obvious one, the direct spatial
overlap between neighboring magnetic orbitals is often, however, insufficient in most materials, so
that direct exchange occurs generally rather rarely.

Indirect exchange is much more common, e.g., in (transition) metal oxides, in which the exchange
interaction is mediated across a diamagnetic oxygen ligand, possessing a fully occupied 2p shell.
Sandwiched between two cations of the same element, the overlap of the 2p oxygen anion orbital
and the neighboring orbitals of the cations renders the indirect exchange possible. In (transition)
metal oxides such as Fe3O4 and CoFe2O4, the governing indirect exchange interactions are the
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superexchange [64, 65] and the double exchange [66]. The manifestation of a magnetic coupling in
both cases can be understood in terms of electron hopping processes, although in superexchange,
the electron hopping proceeds only virtually without actually modifying the occupancies of the
shells of the two cations.

(a)

3+  5Fe  (3d ) 

(b)

3+  5Fe  (3d ) 

2- 6O  (2p ) 

3+  5
Fe  (3d )

2+  6
Fe  (3d )

2- 6
O  (2p )

superexchange

double exchange

Fig. 2.7: Illustration of (a) superexchange and (b) double exchange. In superexchange, two electrons
are simultaneously virtually hopping (dashed arrows) between the 2p orbital of the non-magnetic oxygen
anion and the overlapping non-fully occupied 3d orbital of the Fe3+ cations, resulting in an indirect
antiferromagnetic coupling between both Fe3+ cations. Here, empty states are indicated by white arrows.
Since no real charge transport is involved, the occupations of the 3d orbital of the two cations remain
unchanged. In double exchange, both cations couple ferromagnetically by transferring an extra electron
of the Fe2+ cation to the Fe3+ cation via the hybridized oxygen anion (solid blue and red arrow). Due
to the electron transfer, the occupation of the 3d orbitals of the cations is altered. In both exchange
interactions, the hopping electrons must obey the Pauli principle. Based on Ref. [67].

Figure 2.7 (a) illustrates the mechanism of superexchange for two Fe3+ cations separated by an
oxygen anion in a typical 180◦ TM–O–TM bond geometry. Each 3d shell is half-filled by itself
with five electrons (3d5 configuration) of the same spin (Hund’s rule). An electron can (virtually)
hop from the 2p orbital of the oxygen anion into an overlapping and not fully occupied 3d orbital
of a neighboring Fe3+ cation only when it meets the constraints imposed by the Pauli principle,
i.e., two electrons having identical spins are prohibited to occupy the same single state in the 3d
orbital. Therefore, if the 3d orbital of the Fe3+ cation exhibits exclusively spin-up electrons, only
spin-down electrons are allowed to transfer, resulting in a virtual 3dn+1 state in the Fe3+ cation at
an energy cost U due to the on-site 3d Coulomb interaction [cf. Eq. (2.25)] [68]. The hole created
in the 2p orbital of the oxygen anion can then simultaneously be filled by an electron transfer from
the other adjacent Fe3+ cation. Alternatively, the remaining 2p electron could also transfer into the
aforementioned adjacent Fe3+ cation. In both cases, the hopping electron must again obey the Pauli
principle. At last, the system is restored to its original initial state by the corresponding hopping
processes in the reverse order. As (virtual) electron hopping with both Fe3+ cations involved is
thus only possible for antiparallel alignment of the Fe3+ cations, the superexchange between the
two cations in this bond geometry is antiferromagnetic with coupling constant

J = −2t2

U
, (2.26)
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with t describing the hopping probability between the 2p orbital of the oxygen anion and the
3d orbitals of adjacent Fe3+ cations. However, the exchange does not necessarily have to be
antiferromagnetic. For instance, if the oxygen anion forms a bridge with TM–O–TM bond angle of
about 90◦ with respect to the transition metal cations, the interaction will instead be ferromagnetic
with positive but weak coupling constant J . Apart from the TM-O-TM bond angle, the magnetic
coupling is also vastly sensitive to the interatomic separation as well as to the occupation and
orbital degeneracy of the 3d states. This is where the rules proposed by Goodenough, Kanamori,
and Anderson, known as the Goodenough-Kanamori rules [69–71], come into play, allowing the type
of resulting magnetic coupling to be predicted in most transition metal oxides. As just mentioned,
the exchange is antiferromagnetic if the superexchange interaction occurs between singly occupied
3d orbitals of magnetic cations pointing to each other (TM–O–TM bond angle is 120◦ to 180◦),
while it is ferromagnetic at 90◦ TM–O–TM bond angle. The exchange is also ferromagnetic if the
two magnetic cations with singly occupied 3d orbitals interact across a full or empty 3d orbital of
the same type. Most importantly, these Goodenough-Kanamori rules also hold for transition metal
ferrites such as CoFe2O4, which has been vastly studied in this work.

Double exchange is essentially similar to ferromagnetic superexchange but with real electron transfer
due to mixed-valence configuration of the two magnetic cations involved, like in the case of the
common double-exchange pair Fe3+ and Fe2+, as sketched in Fig. 2.7 (b). Fe2+ has 3d6 configuration
and thus possesses one electron more compared to Fe3+ with 3d5 configuration. This additional
electron occupies, e.g., the first spin-down state in a 3d orbital containing already five electrons
fully occupying the spin-up states. Due to the hybridization with the non-magnetic oxygen anion,
the spin-down electron can ’directly’ transfer from one 3d orbital to the next [68] through transfer
of the electron from the Fe2+ cation to the central oxygen anion with simultaneous transfer of an
electron from the oxygen anion to the Fe3+ cation. However, electron transfer is only possible if in
the 3d orbital of the Fe3+ cation there is an empty state available dictated by the Pauli principle.
This is provided when the states of both 3d orbitals are filled with electrons of matching spin
orientation (parallel alignment) as spin-flips of the hopping electrons are not allowed during the
hopping processes. Therefore, the double exchange interaction is always ferromagnetic because in
the opposite case (antiparallel orientation) the hopping process would be forbidden.

2.3.2 Domain formation and magnetization curves

Based on the previous descriptions, it would be intuitive to assume that, e.g., in a perfect ferro-
magnetic solid all magnetic moments are aligned parallel to each other imparted by the exchange
interaction, resulting in a maximum overall magnetization. Ordinarily, however, a much lower mag-
netization is observed, drastically undercutting the magnetization for completely parallel aligned
magnetic moments. The deviations from the expected magnetization can be ascribed to the for-
mation of magnetic domains in the ferromagnetic material, known as Weiss domains, which are
separated by domain walls from each other. Within each magnetic domain, all magnetic moments
are aligned in the same direction with the direction differing between different magnetic domains.
Consequently, the overall magnetization is an average of the magnetizations of all magnetic do-
mains, which can thus be smaller than the respective individual magnetizations due to different
orientations. Hereby, the transition from one magnetization direction to the other of two adja-
cent magnetic domains does not occur within a discontinuous jump but rather extends gradually
over several atomic planes, in which the individual magnetic moments rotate smoothly from one
direction to the other [24].

The formation of magnetic domains in a magnetic material is a direct response of minimizing the
total free energy of the system, including, e.g., the self-energy associated with dipolar fields [30,31].
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A material that has been (homogeneously) magnetized will produce demagnetization/stray fields3

Hd, depending on the physical shape of the material [32]. The energy related to Hd is called the
(demagnetization/magnetostatic/dipolar) self-energy and is given by

Es = −µ0
2

∫
M ·Hd dV , (2.27)

in which the integral is taken over the volume V of the magnetic body. By forming magnetic
domains, this type of energy can be saved, however, at an energy cost due to creation of domain
walls between adjacent magnetic domains characterized by the domain wall energy Edw. Thus, the
cost associated with building a domain wall and the cost of demagnetizing and stray fields compete
with each other with respect to the creation of magnetic domains, which is illustrated in Fig. 2.8.
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Fig. 2.8: Four different types
of domain structures with their
respective stray fields. To re-
duce the self-energy Es, the (a)
monodomain state splits into
(b-d) several magnetic domains,
leading to continuously smaller
stray fields the larger the num-
ber of domains inside the mate-
rial. Adapted from Ref. [24].

A single domain structure as a monodomain state without any domain walls leads to large stray
fields and, therefore, to a large self-energy Es [cf. Fig. 2.8 (a)]. The self-energy Es causes an
enhancement of the total free energy. Breaking the magnetic ordering into several magnetic domains
with antiparallel orientations of the magnetizations reduces the self-energy Es, however, at a cost of
an increased domain wall energy Edw required to create domain walls [cf. Fig. 2.8 (b,c)]. Thereby,
each magnetic domain generates its own demagnetization and stray field and is, in turn, prone to the
stray fields produced by the other magnetic domains [31]. Comparatively to a monodomain state,
this domain structure is then referred to as a multidomain state. In the sense of minimizing Es to the
maximum extent possible, it is energetically favored for the material to confine magnetic domains of
antiparallel orientation by closure domains, leading to a complete stray-field-free configuration due
to the absence of any magnetic poles [cf. Fig. 2.8 (d)]. In addition, the accurate domain structure
as well as its shape is determined not only by the self-energy and domain wall energy but also by
additional energy contributions relevant to the total free energy such as the Zeeman energy, strain
energy, and several anisotropy energies. In principle, these additional energy contributions must
also be taken into account when minimizing the total free energy. Since this, however, is a rather
subordinate element for this work, please refer to Refs. [26, 31, 72] for an in-depth description of
the numerous different energy terms and the formation of magnetic domains at greater length.

If the magnetic body, exhibiting initially multiple magnetic domains, is now subjected to an external
magnetic field, its magnetization will change either by motion of domain walls or by rotation of
the magnetization in the individual domains in direction of the applied field. As a result, the
various magnetic domains can change in size and shape according to the applied magnetic field.
This behavior of magnetic domains is reflected in so-called magnetization curves orM vs H curves,
which is schematically depicted in Fig. 2.9 representative for a ferro-/ferrimagnet.

In the early stages, when the ferro-/ferrimagnet is exposed to the influence of an external mag-

3The fields generated inside the material are referred to as demagnetizing fields and the fields generated outside the
material are referred to as stray fields.
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netic field for the first time (magnetization process), the domain walls initially move reversibly at
relatively low fields [cf. dark blue line in Fig. 2.9 (a)]. By increasing the magnetic field beyond
this point, the motion of domain walls becomes irreversibly with additional coherent rotation of
domain magnetizations toward the magnetic field direction for even higher magnetic fields. During
this process, the volume of magnetic domains that are favorably oriented in terms of the applied
magnetic field increases at the expense of magnetic domains with correspondingly unfavorable ori-
entation. This continues until, at a certain magnetic field, only a single magnetic domain remains
(monodomain state), whose magnetization is completely parallel to the magnetic field direction [cf.
Fig. 2.9 (b–d)] [24]. The corresponding magnetization then represents the saturation magnetization
Ms of the ferro-/ferrimagnet, which cannot be further amplified with increasing magnetic field and
is thus saturated. Removal of the external magnetic field causes individual magnetic domains to
form again but with partially retained orientation, resulting in an overall non-vanishing remanent
magnetization at zero external magnetic field characterized by Mr. Still, in order to demagnetize
the ferro-/ferrimagnet, a corresponding magnetic field Hc must be applied in the opposite direction,
known as coercive field. If the magnetic field is increased in this direction even further, the ferro-
/ferrimagnet reaches again a monodomain state with a corresponding saturation magnetizationMs

for the reversed direction (magnetization reversal process). The complete magnetization curve is
obtained by reversing the magnetization reversal process and returning to the initial saturation
magnetization.

Several magnetic properties of the ferro-/ferrimagnet can be derived from the resulting hysteresis
behavior. For instance, it epitomizes the characteristic non-linear response of the ferro-/ferrimagnet
in terms of its magnetization with respect to an applied external magnetic field. Additionally, it
allows the ferro-/ferrimagnet to be classified as either magnetically soft or magnetically hard, based
on whether the magnetic material is easy or difficult to magnetize, respectively [30].

2.4 Superconducting quantum interference device - SQUID

In order to probe the integral magnetic properties of magnetic matter, several measurement tech-
niques can be employed. Among the variety of techniques, the superconducting quantum interfer-
ence device (SQUID) is compelling due to its high sensitivity even for samples that exhibit quite
small magnetic signals. Hereby, the SQUID combines two physical phenomena [26,34], namely flux
quantization [73] and the Josephson effect [74], which are both simultaneously utilized in a certain
SQUID sensor type.
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Fig. 2.10: The two main phenomena exploited in a SQUID: flux quantization and Josephson effect. (a)
Flux quantization arises from the fact that, in the case of a superconducting closed ring, the macroscopic
quantum-mechanical wave function describing the superconducting state must reproduce itself exactly
within the ring when traced in a complete loop around the ring. Thus, since the phase of the wave
function can only change by multiples of 2π, only discrete steady states are allowed within the ring. (b)
The Josephson effect describes the possible tunneling process of Cooper pairs through a thin insulating
barrier (Josephson junction) from one superconducting region to another. Based on Ref. [50].

2.4.1 Flux quantization

In the superconducting state, two electrons of opposite spin and momentum condense into a weakly
bound so-called Cooper pair [75,76], which can be interpreted in terms of one electron being chased
by a second electron. When an electron propagates through the lattice of a solid, positively charged
ion cores are attracted by it and pulled in toward the passing electron, resulting in a distortion
of the lattice. This creates an area of enhanced positive charge, which attracts another electron
nearby before the lattice returns to its initial state and accordingly follows the preceding electron
on its way through the material. In contrast to the non-superconducting state, where individual
electrons carry the current and are subject to scattering at, e.g., lattice vibrations, endowing the
material with resistance, Cooper pairs can travel through the superconducting material without
resistance, making it a perfect conductor.

The superconducting state or rather the entire ensemble of Cooper pairs can be represented by a

single quantum-mechanical wave function Ψ = Ψ0 e
i φ

with amplitude Ψ0 and phase φ. In the
case of a closed superconducting ring, the phase φ of this wave function must be coherent around
the contour, i.e., the wave function must reproduce itself exactly at a certain initial point as it
goes around the ring [cf. Fig. 2.10 (a)]. This leaves only discrete stationary states within the
closed superconducting ring. The passing of a magnetic flux Φ through the superconducting ring
induces a phase change of the wave function, related to the Aharanov-Bohm effect [77]. Since the
phase of the wave function must still be continuous around the closed loop, only certain portions
of the flux are allowed to be contained in the interior of the ring, which are integer multiples of the
flux quantum Φ0 = h/2e and is thus known as flux quantization [73, 78, 79]. Note that solely the
magnetic flux threading superconducting ring is quantized. The magnetic flux itself is continuous.

2.4.2 Josephson effect

Interrupting the superconducting ring by a thin resistive (insulating) barrier, there is a possibility
that Cooper pairs can tunnel through the barrier from one superconducting region to another [80].
This physical phenomena was already predicted by Brian David Josephson as early as 1962 [74]
and is therefore referred to as the Josephson effect or Josephson tunneling [cf. Fig. 2.10 (b)]. An
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electrical current I flowing through such a (Josephson) junction is equal to

I = Ic sin (δ) , (2.28)

with δ = φ1−φ2 being the phase difference of the macroscopic quantum-mechanical wave functions
of the two superconducting regions separated by the junction. Ic denotes the critical maximum
supercurrent the junction can sustain. For I < Ic, the Cooper pairs tunnel through the resistive
barrier, constituting a supercurrent with initially zero voltage across the junction. However, when
the current I exceeds Ic, this causes a temporal change of the phase difference

d δ

d t
=

2e

ℏ
V = 2π

V

Φ0
(2.29)

and the voltage V across the junction switches abruptly to a non-zero value [34].

2.4.3 SQUID sensor

Both flux quantization and Josephson effect are internalized in the SQUID sensor – typically a
superconducting closed ring, which incorporates at least one Josephson junction depending on the
SQUID type. If the sensor comprises a single Josephson junction, the SQUID is a rf SQUID (rf:
radio frequency) [81] and dc SQUID (dc: direct current) [82] in the case of two identical Josephson
junctions connected in parallel in the superconducting loop [36]. For the SQUID measurements
conducted in this work, solely the dc SQUID was used [cf. Fig 2.11 (a)].
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Fig. 2.11: (a) Illustration of a typical dc SQUID sensor consisting of two similar Josephson junctions
(red) integrated in parallel in a superconducting ring (blue). The SQUID is biased with a constant
current Ib, which divides equally between both junctions, half in each branch of the loop. Due to the
presence of an applied magnetic field (green), the flow in each branch of the loop is altered, causing a
voltage change V across the SQUID. (b) The increase (or decrease) of the external magnetic field and
thus the increase (or decrease) of the magnetic flux threading through the SQUID leads to an oscillating
voltage. The period of the oscillation corresponds to the magnetic flux quantum Φ0. Adapted from
Ref. [33].

The dc SQUID is operated by biasing the SQUID with a constant dc current Ib slightly higher
than approximately twice the critical maximum supercurrent Ic of the junctions (Ib > 2Ic). With
no magnetic flux being applied, the bias current Ib divides in equal parts between both Josephson
junctions. Hence, the SQUID is driven in the resistive or voltage mode with small voltage drops
across the Josephson junctions, developing an average dc voltage V across the SQUID. Yet, if a
magnetic flux is inductively coupled into the SQUID loop, the flux enclosed inside the loop is quan-
tized and corresponding screening currents Is are generated circulating in the superconducting ring.
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These screening currents Is produce an opposing magnetic field compared to the applied magnetic
field, counteracting the flux in the superconducting ring in order to maintain flux quantization.
The screening currents Is add to the bias current Ib flowing through one junction (Ib/2 + Is), but
substract from Ib flowing through the respective other junction (Ib/2 − Is), leading to a modified
dc voltage V across the SQUID dependent on the external magnetic flux. Thereby, the dc voltage
V across the SQUID changes in a periodic manner as the applied flux is incremented (or decre-
mented), with the period equal to the magnetic flux quantum Φ0 [35]. Integer multiples of Φ0

correspond to voltage minima, while voltage maxima are characterized by half integer multiples
of Φ0 [cf. Fig 2.11 (b)]. By monitoring the voltage change, it is possible to determine the mag-
netic flux coupled into the superconducting ring of the SQUID [35], which provides access to the
magnetic properties of the magnetic samples under examination. Thus, in essence, the SQUID can
effectively be considered a flux-to-voltage transducer.

2.5 Core-level spectroscopy - XPS, XAS, and XMCD

The core-level spectroscopy is a powerful tool, mainly utilized to probe the electronic states of
solids. Hereby, the information about the electronic structure is obtained through the excitation of
deeply-bound core-level electrons by X-ray photons, resulting in the simultaneous creation of core-
holes in the respective core-levels. For an excitation of a core-electron, it is compellingly necessary
that the incident X-ray photons energies are comparable to binding energies of core-levels, which
can reach up to several thousand of eV. The core-electrons are excited either into unoccupied states
below the ionization threshold or into high-energy continuum states above the ionization threshold,
where they can be regarded as free electrons, exhibiting residual kinetic energy. This is basically
the photoelectric effect, first discovered by Heinrich Hertz in 1887 [83] and later on explained by
Albert Einstein in 1905 [84] by invoking the quantum nature of electromagnetic radiation. The
photoelectric effect lays the foundation for some of the most important representatives of core-
level spectroscopy, namely X-ray photoelectron emission spectroscopy (XPS), X-ray absorption
spectroscopy (XAS), and X-ray magnetic circular dichroism (XMCD). All three techniques have in
common that they are first-order optical absorption processes, in which solely one photon is involved
in the whole excitation process of one core-electron. In contrast, X-ray emission spectroscopy
(XES) utilizing X-ray photons as excitation source, for example, can be classified as a second-order
optical process, where an X-ray photon first collides with a deeply-bound core-electron, excites it,
and subsequently, the excited state decays radiatively by emitting a photon.

The quantum-mechanical essence of the photoelectric effect is basically laid down in Fermi’s golden
rule

Wi→f =
2π

ℏ

∣∣∣〈Ψf

∣∣∣ T̂ ∣∣∣Ψi

〉∣∣∣2 δ (Ef − Ei − hν) , (2.30)

which describes the probability W for a (direct) transition of an electron from an initial ground
state Ψi at energy Ei into an allowed excited final state Ψf at energy Ef by the absorption of an
incident photon of energy hν [85]. It is assumed that the electromagnetic field of the incident X-ray
photon imposes a weak perturbation to an initial unperturbed system for a short period of time.
The delta function ensures energy conservation, so that a transition between two states is only
possible if their energy difference is equivalent to the energy of the incoming photon. The squared
matrix element determines the transition rate with the transition operator T̂ , which in first-order
describes transitions including only one photon as they typically appear in XPS, XAS and XMCD.
At X-ray photon energies below 10 keV, X-ray absorption is essentially dominated by electric dipole
transitions and electric quadrupole transitions can be neglected (electric dipole approximation).
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Hence, in this energy range, the transition operator T̂ reduces to a dipole transition operator
when determining transition probabilities. For such transitions, the quantum numbers of initial
and final states may differ only as prescribed by the so-called dipole selection rules (∆j = 0,±1,
∆mj = 0,±1, ∆s = 0), allowing only for very specific transitions with respect to a given initial
ground state.

2.5.1 X-ray photoelectron spectroscopy - XPS

The method of XPS is used to probe the occupied core-levels of a material. In terms of the one-
electron picture, a colliding X-ray photon with energy hν excites an electron originating from a
filled core-level of binding energy Eb (relative to the Fermi level EF at Eb = 0 eV) to a high-energy
continuum state, where it can be detected as a photoelectron with kinetic energy

Ekin = hν − Eb − Φ . (2.31)

Φ = Evac − EF is the work function of the material, which is the energy required to completely
liberate an electron at the Fermi level from the solid. The corresponding spectroscopic process is
schematically illustrated in Fig. 2.12. In the case of conductive samples, both the sample and the
spectrometer have identical Fermi levels as they are grounded to the same electrical potential and,
therefore, only the spectrometer work function Φspec is decisive in the measurement of the kinetic
energy of the photoelectrons. Thus, by knowing Φspec (and hν of course), it is possible to infer Eb

of the emitted photoelectrons from the measurement of their kinetic energies, independently of the
work function of any sample under examination. The binding energy Eb is element-specific and
characteristic for the core-level of the emitted photoelectron, making XPS an element-sensitive tech-
nique also capable of analyzing the chemical composition of solids. In the resulting photoelectron
spectrum, in which the intensity is plotted as a function of the binding energy, each photoelectron
peak can be assigned to a specific core-level of a specific element. The core-levels are denoted
according to nl such as 1s, 2s, and 3d, for which n and l are the characterizing quantum numbers
of the core-level (principal quantum number n and orbital angular quantum number l).

Although this approach seems quite intuitive, it is somewhat too simplistic as the photoelectron
is removed from a solid, which consists of a large number of interacting electrons. Consequently,
the many-body interaction of the remaining electrons is neglected in this approach. For a ground
state with initial N electrons, the removal of an electron from this state leaves a hole, producing a
final state with thus (N − 1) electrons. Hence, more aptly and rigorously, the binding energy Eb of
the photoelectron obtained by an XPS experiment represents rather the difference in total energies
between the initial state (Ei) before photoemission and the final state (Ef) after photoemission

Eb = Ef (N − 1)− Ei (N) (2.32)

based on energy conservation and in the scope of the so-called sudden approximation, i.e., the
photoelectron is considered decoupled from the (N − 1) electron state due to a rapid photoemission
process [86, 87]. Assuming that the spatial distribution of the remaining orbitals does not change
due to photoemission (frozen-orbital approximation), the binding energy only then corresponds
to the negative orbital energy of the orbital from which the emitting photoelectron originates
(Koopmans’ theorem [88]). However, this assumption does not include relaxation effects, electron
correlation effects, and relativistic effects. Leaving aside electron correlation and relativistic effects,
which are usually rather small, solely relaxation effects need to be taken into account in order to
better relate the binding energies to the binding energies that are actually measured [38]. In a
solid, these relaxation effects involve energy contributions arising from two basic mechanisms by
which the overall system adapts to the core-hole left by the photoelectric effect in a certain core-
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Fig. 2.12: Principle of the photoelectron emission process, represented in an energy level diagram with
final detection of the emitted photoelectron by a spectrometer. A corresponding photoelectron spectrum
is shown to the right. The absorption of a photon of energy hν excites a core-level electron into the
quasi-continuum, whose residual kinetic energy is determined by the binding energy Eb of the involved
core-level and the work function Φ of the sample. Afterward, the photoelectron is analyzed according to
its kinetic energy E′

kin = hν − Eb − Φspec by a spectrometer with work function Φspec. Adapted from
Refs. [19, 38].

level, namely the intra-atomic relaxation of the orbitals associated with the same atom and the
extra-atomic relaxation, resulting from surrounding atoms (cf. chemical shift).

Nevertheless, only photoelectrons that have not suffered any energy loss due to inelastic collisions
during their path toward the surface and out of the solid contain direct information on the electronic
structure of the solid. In contrast, photoelectrons that have been subject to inelastic scattering
events but still have sufficient residual kinetic energy to leave the solid and get detected, contribute
to the XP spectrum as continuous background intensity instead of photoelectron peaks. The
distance electrons can travel in a solid without losing a significant amount of their kinetic energy
is defined as the inelastic mean free path (IMFP) λ. The IMFP is a key limiting factor for the
information depth

ID (95%) = −λ cos (φ) ln
(
1− 95

100

)
≈ 3λ cos (φ) (2.33)

achievable in XPS, assuming that 95% of all photoelectrons come from this sampling depth. Here,
φ denotes the off-normal photoelectron emission angle. [89]. λ depends strongly on the physical
properties of the material the photoelectrons propagate in as well as their kinetic energies. It
can be predicted for a given kinetic energy by means of the TPP-2M algorithm established by
Tanuma, Powell and Penn [90]. For soft X-rays with excitation energies of hν ≲ 2 keV, the IMFP
of photoelectrons is on the order of a few nanometers (< 3 nm) [91], yielding high surface sensitivity
due to a low ID (< 9 nm for φ = 0◦). Using instead hard X-rays with higher excitation energies,
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a more bulk-like sensitivity (large ID) is obtained due to drastically enhanced kinetic energies
and IMFPs of photoelectrons. Therefore, XPS is commonly divided into two regimes based on
the energy of the photons they operate with. These are soft XPS, which uses soft X-rays, and
HAXPES, which employs hard X-rays. Both techniques are complementary to each other and
provide comprehensive information about the electronic structure and chemical composition either
from the surface or from deeper layers.

Besides the continuous background due to the inelastically scattered photoelectrons, considerably
more different effects are able to significantly change XP spectra, e.g., with respect to the shape
and position of photoelectron peaks as well as the appearance of additional intensity maxima in the
spectrum. The most relevant effects for the XP spectra recorded in this work are briefly highlighted
below. Thereafter, this section is concluded with a basic description of the quantitative analysis of
XP spectra.

Chemical shift

It is quite common for photoelectron peaks of compounds consisting of dissimilar chemical elements
to exhibit a strong perceptible shift of their binding energies in the XP spectrum, so that the
measured binding energies sometimes deviate significantly from the expected binding energies of
free atoms. This shift is referred to as chemical shift, caused by the bonding of different chemical
species, as in the case of Fe3O4 compared to elemental (or metal) Fe. The bonding in such ionic
crystals arises from the transfer of valence electrons from the cations to the adjacent anions. This,
in turn, has an effect on the electrostatic interaction between the nucleus and the electron shells
due to a modified screening of the core by the shell. For cations exhibiting a deprivation of some
electrons, the remaining electrons of the cation are more strongly bound to the nucleus, resulting
in a higher binding energy. As more valence electrons participate in the bonding, the higher
the binding energy of the remaining electrons. Consequently, the chemical shift can serve as an
indication for the valence state of a particular cation species.

Core-hole spin-orbit splitting

The excitation of an electron from a core-level leaves a core-hole in the respective core-level, which
becomes noticeable in the final state created. Since XPS actually measures the energy difference
between the final and initial states, the emergent core-hole can thus have a significant effect on
XP spectra. The core-hole created has a spin angular momentum s = 1/2 and an orbital angular
momentum l. The latter is represented by the familiar terms, e.g., s, p, d, and f , corresponding to
orbital angular momenta ranging from 0 to 3. Both the spin angular momentum and the orbital
angular momentum couple via spin-orbit interaction to a total angular momentum j, given by l+s
or l − s, and produce an energetic splitting into doublet peak structures of the so far degenerate
states. In the case of zero orbital angular momentum, the spin-orbit interaction is absent and no
(spin-orbit) splitting of states occurs (singlet peak structures). If, on the other hand, the orbital
angular momentum equals 1, for example, the total angular momentum can be either 1/2 or 3/2
and two peaks will appear in the XP spectrum separated from each other. The relative intensity
of the split peaks follows a straightforward rule provided by the degeneracy of the states 2j + 1:

Il−1/2

Il+1/2
=

2jl−1/2 + 1

2jl+1/2 + 1
=

l

l + 1
. (2.34)

Hence, the intensity ratio for p shells is 1 : 2, for d shells 2 : 3, etc.
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Multiplet splitting

A related phenomenon is multiplet splitting, which also causes splitting of photoelectron peaks.
This type of splitting is common in systems with unpaired electrons in the valence band and can
even affect s-type orbitals. The interaction between the spins of the unpaired electrons in the
valence band with the spins of the remaining unpaired electrons in the ionized core-levels, resulting
from photoemission, gives rise to several possible final state configurations with an equal number
of different but similar energies. In the XP spectrum, this effect appears as a multipeak envelope
containing several components and is much more pronounced and complex for core-levels that
are not s-type (orbital angular momentum l > 0 ) due to the additionally occurring spin-orbit
interaction.

Auger electron peaks

In the event of photoelectron emission, two other possible processes can occur, accompanying the
photoelectron emission process simultaneously. Both additional processes rely upon a recombina-
tion process of the emerging hole with a second electron originating from an outer core-level. The
energy released in this recombination process is either emitted as an X-ray photon (fluorescence)
or, alternatively, can be transmitted to a third (core-)electron. In the latter case, if the energy
transfer is sufficiently large and exceeds the binding energy of the electron plus the work function
of the material, this electron can leave the solid with residual kinetic energy and be detected as an
Auger electron. The kinetic energy of this Auger electron is determined by the energy difference
between the involved core-levels and is therefore independent of the primary excitation energy hν.

Satellites

The ejection of photoelectrons from a core-level of a many-electron system leads in the simplest case
to the formation of ions in the ground state. The resulting XP spectrum then consists primarily
of the main photoelectron lines. However, there is also a finite probability that the ions will
be left in excited states after the photoelectric process due to the internal excitations of other
electrons by the departing photoelectrons. These excited states then show up in the XP spectrum
as additional lines, the so-called satellites, a few eV higher in binding energy than the main lines
since the necessary energy for the transitions is supplied by the kinetic energy of the primary
photoelectrons. If another electron is excited simultaneously with the emission of a core-electron
into an unoccupied higher-energy bound state, these distinct lines are called shake-up satellites. If
the second electron is instead promoted into a continuum state above the vacuum level and is thus
able to leave the atom, the corresponding photoemission loss signals are called shake-off satellites.
The latter appears as a broad feature in the XP spectrum due to a wide range of possible final
states.

Another type of satellites, commonly observed in transition metal oxides and ferrites, are charge-
transfer satellites. They arise when upon photoexcitation one electron is transferred from an oxygen
ligand L into the d shell of the transition metal, leading to a modified configuration of the d shell.
The energy ∆ required for such an electron transfer and supplied by the photoelectron is given by

∆ = E
(
3dN+1L−1

)
− E

(
3dNL

)
. (2.35)

Here, the transfer is considered exemplarily from a 2p shell of the ligand L into a 3d shell, initially
consisting of N electrons before and (N+1) electrons after the charge-transfer process, respectively.
L−1 denotes the ligand hole created in the 2p shell.
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Particularly in metallic samples, quantized excitations of electrons in the conduction band, so called
plasmons, may occur in consequence of the photoemission process. These excitations result also in
a well-defined energy loss of the photoelectron denoted as plasmon satellites.

Quantitative analysis: determination of stoichiometries and depth profiling

Apart from the identification of elements and their valence states, XPS also offers the possibility to
quantitatively determine the chemical composition in a sample containing different atomic species.
Furthermore, for samples exhibiting different valencies of an ionic species, it is also possible to
determine their relative proportions if the respective chemically shifted peaks are resolved separately
in the XP spectrum.

For the quantitative analysis of XP spectra, the photoelectron intensities, i.e., the areas under
the respective photoelectron peaks, which are directly related to the amount of the corresponding
element (or ion species) in the analyzed specimen, are essential. In order to determine the exact
areas, the background created by inelastically scattered photoelectrons must be subtracted from
the XP spectrum in advance, for which the well-known method developed by Shirley [92] has been
used exclusively in this work. In addition, certain factors must be taken into account such as the
instrumental properties of the X-ray source and spectrometer, the IMFP of the photoelectrons,
and the element- and orbital-specific photoelectron cross-sections. All these different factors can
be conjoined into a single (sensitivity) factor

Snl
i = Φ(hν) D (Ekin) niAσ

nl
i (hν) , (2.36)

in which Φ (hν) and D (Ekin) are the flux of the incident X-rays of energy hν and the spectrometer
efficiency, respectively, ni is the number of atoms of element i per unit volume, A is the effective
area of the analyzed sample, and σnli (hν) is the energy-dependent atomic subshell photoelectric
cross-section for photoelectrons from inner shell orbital nl of element i. When evaluating intensity
ratios of different photoelectron peaks but of comparable kinetic energies, some parameters in
the sensitivity factor can usually be omitted like the photon flux Φ (hν) of the X-ray source, the
spectrometer efficiency D (Ekin), and the effective area A. Both the photon flux and the effective
area are typically held constant during the measurement, whereas the spectrometer efficiency can
be considered constant due to similar kinetic energies of the compared photoelectron peaks.

The atomic subshell photoelectric cross-section σnli is the integration of the differential photoelectric
cross-section dσnli /dΩ over the differential solid angle dΩ, into which the emission of electrons occurs:

σnli (hν) =

∫
dσnli (hν)

dΩ
dΩ . (2.37)

Hence, the differential photoelectric cross-section dσnli /dΩ can be associated with a possible angular
anisotropic distribution of the photoelectrons. In most cases, dσnli /dΩ is sufficiently described
within the electric dipole approximation and can be expressed by

dσnli (hν)

dΩ
=
σ̄nli (hν)

4π

[
1− βnli (hν)

2
P2 (cos (ϑ))

]
(2.38)

in terms of circularly polarized and unpolarized X-rays [93], and by

dσnli (hν)

dΩ
=
σ̄nli (hν)

4π

[
1 + βnli (hν) P2 (cos (ϑ))

]
(2.39)
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in terms of linearly polarized X-rays [94]. Hereby, σ̄nli (hν) is the total subshell photoelectric
cross-section, βnli (hν) is the dipolar angular distribution parameter, which is zero for an isotropic
distribution, and P2 (cosϑ) and P2 (cosϑ) are second-order Legendre polynomials, with ϑ and ϑ
denoting the angle of the incident X-ray beam and its polarization with respect to the propagation
direction of the emitted photoelectrons, respectively. A more general and accurate expression for
the differential photoelectric cross-section includes not only the electric dipole terms but also higher
multipole contributions such as those due to electric quadrupole and magnetic dipole transitions,
which become increasingly more relevant at larger ionizing photon energies when the electric dipole
approximation reaches its limits [95, 96]. Within these first-order corrections, the non-dipolar
angular distribution parameters γ and δ usually quantify the non-dipolar effects [95].

The integrated photoemission intensity originating from an inner shell orbital nl of element i in an
atomically flat thin film f of thickness df is given by

If = Snl
i

∫ df

0
e−z/λ′

idz = Snl
i λ′i

(
1− e

−df/λ′i
)
, (2.40)

assuming that the photoelectrons follow straight-line paths from their generation in a certain depth
z with respect to the film surface to their emission from the sample, i.e., the photoelectrons do
not undergo elastic scattering on their way out of the film [97, 98]. λ′i = λi cos (φ) is the effective
IMFP, in which λi is the IMFP of the respective photoelectrons at a given kinetic energy, and φ
denotes the photoemission angle between surface normal and detector under which photoelectrons
are detected. Analogously, integration with the upper limit df → ∞ would give the integrated
photoemission intensity in the case of a bulk-like material.

In terms of a multilayer system, comprising several single homogeneous layers above a given buried
film or bulk material, each additional overlying layer attenuates the intensity of that film or bulk
material according to Lambert-Beer’s law. Consequently, the XPS intensity of a buried bulk ma-
terial b covered by N layers is

Imb = Ib

N∏
i=1

e
−di/λ′i , (2.41)

where the superscript m donates the multilayer system and Ib = Snl
i λ′i is the non-attenuated

intensity of photoelectrons from the uncovered bulk material. With respect to a buried film f with
(N − f) layers above, the resulting photoemission intensity is thus

Imf = If

N∏
i=f+1

e
−di/λ′i . (2.42)

Depth-profile measurements, as performed in angle-resolved HAXPES (AR-HAXPES), exploit the
angular dependence of the effektive IMFP λ′i. Depending on the detection angle φ between the
surface normal and the detector, photoelectrons from different escape depths of the analyzed sample
can be detected. At larger detection angles, e.g., due to tilting of the sample with respect to the
analyzer, the effective IMFP of photoelectrons is reduced. This results in a larger contribution
of photoelectrons from the surface and near-surface regions to the total photoemission intensity.
Consequently, the surface sensitivity is significantly increased at higher detection angles compared
to photoelectron detection normal to the surface (φ = 0◦), which in turn would yield maximum
bulk sensitivity. Thus, by continuously varying the detection angle between single measurements,
information about the electronic structure and the chemical composition of, e.g., films with a certain
depth resolution can be extracted from the recorded spectra. Furthermore, such depth-dependent
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measurements also provide access to information about the thicknesses of individual layers in a
multilayer system.

2.5.2 X-ray absorption spectroscopy - XAS

In contrast to XPS, XAS provides information about the unoccupied density of states. Therefore,
primarily the excitation of electrons by absorption of incident X-rays below the ionization threshold,
i.e., transitions into the valence shell [cf. Fig. 2.13 (a)], is of relevance. For 3d transition metal
and 3d transition metal ferrites, electron excitations involve mainly (dipole) transitions from the
occupied 2p shell into empty states of the 3d shell.

(a) (b)
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Fig. 2.13: (a) Illustration of electron excitation in XAS from filled spin-orbit split 2p orbitals into empty
states of the valence band above the Fermi level EF. Depending on the excitation energy of the X-ray
photons (hν1 and hν2), the excitation originates either from the 2p3/2 orbital or from the 2p1/2 orbital.
(b) Schematic drawing of total electron yield detection illustrated as a three-step process. After electron
excitation (1), the system relaxes and the excited electron recombines with the core-hole in the 2p orbital
that was created during excitation by emitting a photon (2). The energy of the photon can be used by
a second electron to leave the atom as an Auger electron and later be detected as a charge current (3).
Adapted from Refs. [50, 67].

Quantitatively, absorption is characterized by the material- and energy-dependent linear absorption
coefficient µ [45], which describes the attenuation of intensity of electromagnetic radiation due to
absorption when passing through a certain material. Assuming a homogeneous material of thickness
z, this attenuation can be described by means of the Lambert-Beer’s law

Iz (hν) = I0 (hν) e
−µ (hν) z

, (2.43)

in which Iz and I0 are the transmitted and initial intensity of the radiation, respectively. Thus,
by measuring the intensity both before and after passing through the material (transmission ex-
periment), the absorption coefficient can be determined directly from Eq. (2.43). If, in addition,
the photon energy hν of the incident radiation is also varied, the energy dependence of µ is ob-
tained, which overall decreases with increasing photon energy. Only at specific photon energies
the absorption coefficient increases abruptly, which are the element-specific absorption edges of the
material. At these absorption edges, the photon energy is just large enough to excite electrons
into unoccupied states, e.g., of the 3d shell. Contrary to the XPS convention, absorption edges are
historically denoted by, e.g., L3 and L2 when referring to absorption from the spin-orbit split 2p3/2
and 2p1/2 core-levels, respectively.
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Since simple transmission experiments are only applicable to very thin homogeneous and single
samples due to excessive intensity attenuation for thicker samples below the detection threshold
and non-separable signals in heterostructures, photon absorption can alternatively be measured via
the radiative or electronic decay of excited core-electrons in the sample. Similarly to XPS, both
photons and Auger electrons can be emitted upon relaxation of the excited states to their ground
states as a result of recombination of the core-holes with the excited electrons. Each of these decay
products can be detected, either as total fluorescence yield (TFY) or as total electron yield (TEY).
In total fluorescence yield detection, the mean free path of the photons resulting from fluorescence
decay is of the same order of magnitude as the incident radiation. Hence, this method is well suited
to analyze bulk-like specimens as well as thinner samples. Nevertheless, the recorded absorption
spectra often suffer from strong saturation effects if the sample is not diluted, and the subsequent
precise analysis must be performed with special care. More common, therefore, is total electron
yield detection [cf. Fig. 2.13 (b)], although this detection type is largely confined to electrically
conductive materials. As Auger decay is the dominating process for all core-levels for excitation
energies below 1 keV, total electron yield detection is typically carried out in the soft X-ray energy
regime. The Auger electrons created during Auger decay excite even more electrons on their way
out of the sample, forming an avalanche of electrons that leaves the sample. The number of all lost
electrons can then be measured as a drain current, which is proportional to the (X-ray) absorption.
However, the detection of (Auger) electrons comes at the downside of a relatively small mean free
path compared to the detection of photons, which severely limits the information depth of this
mode to the top few nm (near-surface region) of the samples under investigation.

2.5.3 X-ray magnetic circular dichroism - XMCD

A particularly powerful application of XAS is to exploit the circular polarization effect on the
absorption of magnetic samples. The switching from positive σ+ to negative σ− (or right to left)
helicity of the circularly polarized incident X-rays produces a modified XAS intensity in the case
of ferro-/ferrimagnetic materials. The difference of both XA spectra µ+ and µ− with opposite
helicities σ+ and σ−, respectively, is referred to as the X-ray magnetic circular dichroism (XMCD)

∆µ = µ+ − µ− , (2.44)

which is sensitive to the magnetic properties of the different valence electrons within the magnetic
material. By analogy, the ’unpolarized’ XA spectrum, including both helicities, can be defined
according to

µ = µ+ + µ− . (2.45)

The XMCD effect was first theorized by Erskine and Stern in 1975 [99] and later confirmed experi-
mentally by Schütz et al. in 1987 [100]. The origin of the XMCD effect resides in the spin-dependent
absorption process as schematically depicted in Fig. 2.14 (a) and can be understood with the help
of the atomic one-electron picture and the so-called two-step model [101].

The first step involves the creation of photoelectrons with a spin and/or orbital momentum from
localized atomic core-levels by the absorption of incident circularly polarized X-rays. Here, the an-
gular momentum of the photon is transferred to the excited core-level electron due to conservation
of angular momentum in optical excitation. In the case of, e.g., s-type core-levels, which do not
exhibit spin-orbit coupling, the angular momentum is fully transferred to the orbital momentum of
the electron [101]. However, upon excitation from spin-orbit split core-levels like 2p3/2 (L3 absorp-
tion edge), the angular momentum of the photon is partially transferred to the spin through the
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Fig. 2.14: (a) Illustration of the XMCD effect at the L2,3 absorption edges in a magnetized 3d transition
metal (ferrite) according to the two-step model, involving only transitions from the occupied spin-orbit
split 2p core-level to empty states of the valence shell. The absorption of circularly polarized X-rays
(1) produces the excitation of spin-polarized electrons of either spin-up or spin-down, depending on the
helicity, which is subsequently ’analyzed’ by the spin-split valence shell (2), exhibiting unequal spin-up
and spin-down populations. For simplicity, only the preferred absorption processes for a given helicity are
shown. (b) The XMCD effect is maximized when the transition of only one spin orientation is allowed,
e.g., in the case of a completely occupied spin-down 3d shell and a (partially) unoccupied spin-up 3d shell.
In this particular case, exclusively spin-up electrons are excited into the valence shell, with transition
probabilities governed by the absorption edge and the helicity of the circularly polarized X-rays. Adapted
from Refs. [50, 101].

spin-orbit coupling, leading to an enhanced excitation of electrons of a certain type of spin and thus
to spin-polarized excited photoelectrons (Fano effect [102, 103]). The spin-polarization produced
depends on the spin orientation of the X-ray photons and is opposite for opposite helicities. It arises
from different dipole selection rules that apply to right (∆mj = +1) and left (∆mj = −1) circularly
polarized light, leading to a different absorption depending on the helicity [101]. Furthermore, due
to the opposite spin-orbit coupling of the core-levels 2p3/2 (L3) and 2p1/2 (L2) according to l + s
and l − s, respectively, there is also an opposite spin-polarization for the two absorption edges.

In the second step, the valence shell behaves like a spin-sensitive detector for the spin or orbital
momentum of the excited electron. In magnetized materials, the valence shell is spin-split into
majority and minority states as a result of the exchange interaction, i.e., there are unequal spin-
up and spin-down populations and, thus, there is also an unequal number of unoccupied states
available for the excited electron of either spin-up or spin-down. Consequently, the valence shell
preferentially accepts electrons of a particular kind of spin orientation, and the corresponding
XMCD signal thereby reflects the imbalance of the majority and minority states.

It follows directly that the spin-dependent density of empty states in the valence shell has substantial
impact on the resulting XMCD signal. For instance, in the absence of an imbalance between the
number of spin-up and spin-down states available, no magnetic dichroism effect would arise due
to identical total (spin-up plus spin-down) transition intensities for positive and negative circular
polarization [101], which is the case for non-magnetic materials. Once an imbalance exists, the
absorption is different for both helicities of circular polarization, giving rise to a magnetic dichroism
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effect. In this case, the magnetic dichroism effect becomes maximal when, e.g., the spin-down
(majority) states are entirely filled and there are exclusively unfilled spin-up (minority) states [cf.
Fig. 2.14 (b)]. In this special situation, the ’detector’ is sensitive only to spin-up electrons and
solely electrons with spin-up orientation can be excited since spin-flips are not allowed during
optical excitation. The total transition probabilities are then at the L3 absorption edge 62.5%
(37.5%) for positive (negative) X-ray helicity and 25% (75%) for positive (negative) X-ray helicity
at the L2 absorption edge.

2.5.4 Sum rules

Since the relative size of the XMCD signal is proportional to the difference between spin-up and
spin-down holes, it is therefore directly related to the magnetic spin moment ms [101]. Yet, the
XMCD signal contains also information about the orbital moment mo of the 3d shell. Both spin-
and orbital-related contributions superimpose and form the XMCD signal. Thole et al. and Carra
et al. have proposed so-called sum rules, with which, to a good approximation and in a relatively
simple way, the spin and orbital moments (in units of µB/atom) for transition metals can be
derived separately from each other using energy-integrated intensities of L2,3 XAS and XMCD
spectra without resort to any simulation or fitting techniques [104,105]. Here, the orbital moment
mo is associated with the XMCD signal integrated over the two absorption edges L3 and L2 via

mo = −
4
∫
L3+L2

(µ+ − µ−) dE

3
∫
L3+L2

(µ+ + µ−) dE
(10− n3d) (2.46)

= −4q

3r
(10− n3d) , (2.47)

where q corresponds to the integral over the XMCD signal from both absorption edges normalized
to the entire integrated ’unpolarized’ XA spectrum r, and n3d denotes the number of empty 3d
states of the respective transition metal (cation). Within the same framework, the spin moment
ms is obtained from

ms = −
6
∫
L3

(µ+ − µ−) dE − 4
∫
L3+L2

(µ+ − µ−) dE∫
L3+L2

(µ+ + µ−) dE
(10− n3d)

(
1 +

7 ⟨Tz⟩
2 ⟨Sz⟩

)−1

(2.48)

= −6p− 4q

r
(10− n3d)

(
1 +

7 ⟨Tz⟩
2 ⟨Sz⟩

)−1

, (2.49)

in which p refers to the XMCD signal integrated over the spin-orbit-split absorption edge L3. ⟨Tz⟩
and ⟨Sz⟩ are the ground state expectation values of the magnetic dipole operator and spin operator,
respectively. In the case of cubic crystals, the magnetic dipole contribution is often so small that
⟨Tz⟩ is negligible with respect to ⟨Sz⟩ [105] and, hence, the ⟨Tz⟩ / ⟨Sz⟩ term is usually omitted in
the spin sum rule.

Still, the sum rules apply only to 2p→ 3d transitions, i.e., all other transitions must be separated
out from the XA spectrum. This is achieved by subtracting an edge-like step function from the XA
spectrum prior to sum rules analysis, which describes all other transitions under the assumption
that they are continuum transitions [37]. The validity of the sum rules for the determination of
spin and orbital moments was first experimentally verified and confirmed by Chen et al. [106]. A
similar sum rule analysis is shown schematically in Fig. 2.15 at the Fe L2,3 absorption edges of a
thin Fe3O4 film.
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Fig. 2.15: Sketch of the appli-
cation of the sum rules, includ-
ing the designation of the param-
eters p, q, and r, to the Fe L2,3

absorption edges of a thin Fe3O4

film to determine the spin and or-
bital moments of the Fe cations
from both XA and XMCD spec-
tra. r =

∫
L3+L2

(µ+ + µ−) dE cor-
responds to the integration over
the entire XA spectrum corrected
by subtracting a step-like function,
whereas p =

∫
L3

(µ+ − µ−) dE and

q =
∫
L3+L2

(µ+ − µ−) dE are the
integrated XMCD intensities over
the sole L3 absorption edge and the
complete L2,3 absorption edges, re-
spectively.

2.5.5 Charge-transfer multiplet theory

In the case of rare earths, X-ray absorption spectra such as those from the M4,5 absorption edges
can be sufficiently described by atomic multiplet theory alone, i.e., sole atomic 3d→ 4f transitions
are considered along with atomic multiplet effects (cf. Sec. 2.5.1). However, in the theoretical
description of absorption spectra from 3d transition metal cations, the atomic multiplet theory
is no longer reasonable due to the influence of surrounding ions (also called ligands) like oxygen
anions in transition metal ferrites. As a result, necessarily more effects must be included in the
calculations to accurately describe the spectra. For instance, the neighboring (oxygen) ligands
produce an electric so-called crystal field or ligand field, which, depending on its strength and the
local symmetry of the ligands around the respective central cation, causes a different splitting of
so far degenerate energetic states in the cation. In addition, effects of charge-transfer processes (cf.
Sec. 2.5.1), resulting from charge fluctuations between the bonding cations with the oxygen anions,
must be considered as well. The extension of the atomic multiplet theory in terms of ligand field
splitting and charge-transfer is referred to as charge-transfer multiplet theory. Although charge-
transfer multiplet theory is applicable to the description of both photoelectron and absorption
spectra, it is more frequently used for the analysis of XA and XMCD spectra. Compared to XAS
and XMCD, XPS is more sensitive to charge-transfer effects, so that XP spectra of, e.g., transition
metal oxides can contain very pronounced charge-transfer satellites [107]. As a result, an accurate
description of XP spectra is often quite challenging if not insufficient.

Ligand field splitting

Ligand field splitting arises when a transition metal ion is placed in a crystal, where it is surrounded
by, for example, six oxygen anions equidistant from each other, forming an octahedron. A free
transition metal ion exhibits five energetically degenerate 3d orbitals. If this ion now bonds with
surrounding (oxygen) ions via its 3d orbitals, the negatively charged electrons of the oxygen orbitals
act on the 3d electrons of the ion through electrostatic repulsion. In the case of a transition metal
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ion in a local spherically symmetric environment of oxygen anions, its 3d orbitals still remain
degenerate, but due to the presence of the electric charge, the energy of the whole system is
raised [30]. If, on the other hand, the electric charge around the central cation concentrates at
discrete points, the 3d orbitals are no longer degenerate and split in energy, characterized by the
crystal field parameter 10Dq for a simple twofold energy splitting (cf. Fig. 2.16). In octahedral
environment, for example, i.e., six (oxygen) ligands surround the transition metal cation, each
located at the vertex of an octahedron, the crystal field produced by the charge distribution causes
the 3d orbitals to split into three levels (t2g) of lower energy and two levels (eg) of higher energy
(10Dq > 0). The crystal field can even have an opposite effect in non-octahedral symmetric
environments. In a tetrahedral environment, where the ligands lie at four of the corners of a
tetrahedron, the crystal field again splits the 3d orbitals into threefold levels and twofold levels
with the threefold levels, however, now energetically above the twofold levels (10Dq < 0). In
contrast to the octahedral environment, the threefold and twofold levels are denoted by t and e,
respectively.

octahedral 
symmetry

free ion

tetrahedral 
symmetry

eg

t2g

10Dq10Dq
t

e
3d

TM cation
2-O  ligand

Fig. 2.16: Influence of surrounding oxygen anions on a central transition metal (TM) cation, leading
to ligand field splitting 10Dq of the degenerate 3d states in dependence on the symmetry of the oxygen
environment. If the environment exhibits octahedral symmetry, the 3d states split into threefold t2g
levels of lower energy and twofold eg levels of higher energy (10Dq > 0), while for tetrahedral symmetry
the splitting leads to three energetically higher t states and two energetically lower e states (10Dq < 0).

In addition, the (relative) strength of the crystal field determines the electron occupation within the
entire 3d orbital. It results from the competition between the energy associated with the crystal
field and the Coulomb energy cost of having two electrons occupy the same orbital [30]. If the
crystal field energy is small compared to the Coulomb energy cost, each 3d orbital is first singly
occupied by electrons before being doubly occupied, which is referred to as the high-spin (ground)
state. In contrast, if the crystal field energy is much larger than the Coulomb energy cost, all
lower-energy orbitals are first fully occupied before the electrons occupy the higher-energy orbitals,
which is called the low-spin (ground) state. The way the 3d orbitals in a transition metal cation
are arranged hereby sets the resulting magnetic moment of the cation. For example, in the case
of a Fe3+ cation in an octahedral oxygen environment and in the high-spin state, all 3d orbitals
of both eg and t2g are singly occupied each by one of the total five (valence) electrons, resulting
in a magnetic moment of 5µB/atom of the Fe3+ cation. In the low-spin state, instead, one of the
t2g orbitals is only singly occupied, while the others are doubly occupied and all eg orbitals are
completely unoccupied, leading to a net magnetic moment of 1µB/atom of the Fe3+ cation.

Charge-transfer

Charge-transfer effects can be considered as charge fluctuations due to an electron transfer from
a filled 2p orbital of an oxygen ligand to an empty state of a 3d orbital of a transition metal
cation. Thus, the electronic configuration of the ground state of a 3d transition metal with initial
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Based on Refs. [50, 107].

N electrons can no longer be represented by the single configuration 3dNL but as a mixture (linear
combination) between the configurations 3dNL and 3dN+1L−1, where L and L−1 indicate the
absence and existence of a ligand hole due to an electron transfer from the ligand-like bond orbital,
respectively. Here, 3dN+1L−1 represents the charge-transfer state, which is separated from the
3dNL ground state by the charge-transfer energy ∆i [cf. Eq. (2.35)], as indicated in Fig. 2.17, and
is associated with the cost for the electron transfer.

In core-level excitation, the emergent core-hole in the 2p orbital during the X-ray absorption process
creates an additional attractive potential Upd that affects all electrons of other orbitals above it,
i.e., the 3d valence electrons of the transition metal cation, pulling them down [107]. This, in turn,
has a direct effect on the final state energies. The final 3d state, similar to the ground state, is
given as a mixture between the 2p53dN+1L (final state without charge-transfer) and 2p53dN+2L−1

(charge-transfer final state) configurations. Both states in their original, unmixed configuration are
separated by the energy

∆f = ∆i + Udd − Upd , (2.50)

where the on-site Coulomb repulsion Udd of the excited electron by the other 3d electrons is ad-
dressed as well. In general, the Udd potential is about 1 eV to 2 eV smaller than the Upd potential
resulting from the created core-hole [37]. Thus, it is ∆f < ∆i (cf. Fig. 2.17). For charge-transfer
multiplet calculations to describe absorption spectra of transition metal cations, all four parameters
∆i, ∆f, Udd, and Upd must be taken into account.

2.6 X-ray diffraction - XRD

To elucidate structural properties of (poly-)crystalline materials at atomic resolution, the tech-
nique of X-ray diffraction (XRD) has proven to be very useful [42], which exploits the phenomena
of diffraction of X-rays, i.e., the elastic scattering of X-rays at the electron distribution inside
periodically long-ranged ordered structures. The scattered X-rays can interfere with each other
constructively or destructively, which manifests in Bragg reflections of very high intensity. One
of the major advantages of XRD is the generally rather weak interaction of X-rays with matter,
which makes it possible to probe the bulk of crystalline samples as X-rays can deeply penetrate
into solids [29, 108]. Moreover, because of the weak interaction with matter, a single scattering
(kinematical) approximation is sufficient for analysis [42, 109], in which, e.g., multiple scattering
events or refraction effects can be neglected. However, this does not necessarily mean that X-rays
are limited only to acquiring information from the bulk of multilayer-thick samples. For example, in
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film-substrate heterostructures, the contribution of the (ultra)thin film to the total scattering sig-
nal can be significantly enhanced if the incident X-rays hit the sample at grazing incidence angles4

close to the critical angle of the material under investigation (< 0.5◦) since the X-ray penetration
depth is greatly reduced at these angles [108].

2.6.1 Bragg condition and Laue condition
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Fig. 2.18: Sketch of the Bragg condition
for the constructive interference of waves
reflected at lattice planes with layer dis-
tance dhkl of a crystal. Incident X-rays
(red) with wavelength λ and wave vec-
tor ki hit a set of parallel lattice planes
(dark blue) under an angle θ and get re-
flected at each lattice plane under the
same angle θ. kf denotes the wave vec-
tor of the outgoing X-rays, which have
different phases due to path differences
(2∆). The resulting scattering vector q
(black) for this scattering event is normal
to the lattice planes. If the path differ-
ences are integer multitudes of the X-ray
wavelength (2∆ = nλ), the outgoing X-
rays interfere constructively, leading to
the occurrence of a Bragg reflection.

In 1913, William Lawrence Bragg and William Henry Bragg provided a relatively simple but de-
scriptive explanation for the occurrence of the aforementioned Bragg reflections by considering the
reflections of X-rays from crystal lattice planes (hkl) acting as semi-transparent mirrors [25, 110].
When incident X-rays with wave vector ki and wavelength λ hit a crystal at an angle θ, they are
reflected at each set of parallel lattice planes at the same angle θ as the incidence angle with wave
vector kf. The scattering vector q = kf − ki denotes the difference between the wave vectors of
the scattered (final) wave kf and the incoming (initial) wave ki. In a set of parallel lattice planes,
each discrete plane is separated by a constant parameter dhkl. Consequently, starting from the
first plane of the family of parallel planes, the X-rays must travel a multiple longer path in the
crystal for each subsequent one, i.e., the path difference of the X-rays reflected at the second plane
is 2dhkl sin (θ) with respect to the first plane, 4dhkl sin (θ) according to the third plane, etc. This
leads to different phases for the corresponding reflected X-rays due to the respective path differ-
ences. For path differences that are integer multitudes of the X-ray wavelength λ, the reflected
X-rays are in phase and interfere constructively, causing the appearance of the Bragg reflections.
This condition is known as the Bragg condition

nλ = 2dhkl sin (θ) with n ∈ N , (2.51)

in which the integer n denotes the order of the resulting Bragg reflection. From Eq. (2.51) it
directly follows that the wavelength of the X-rays must be comparable to atomic distances (in the

4In the X-ray literature, it has become widely accepted to define angles with respect to surfaces. In optics, however,
angles are defined according to the surface normal [44].
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Ångström range) for Bragg reflections to occur (λ ≤ 2dhkl).

An alternative but more general derivation of the diffraction condition was presented a little earlier
by Max von Laue in 1912 [111], who established the three Laue equations

q · a = 2π h , q · b = 2π k , and q · c = 2π l with h, k, l ∈ Z , (2.52)

with the scattering vector q and the basis vectors a, b, and c of the crystal lattice. h, k,and l
are integer numbers and correspond to the Miller indices introduced in Sec. 2.1.2. For each q that
satisfies the Laue equations, constructive interference can be observed. Using instead the reciprocal
lattice vectors (cf. Sec. 2.1.3) as basis vectors, the scattering vector q can be expressed as

q = ha∗ + k b∗ + l c∗ = Ghkl . (2.53)

Thus, constructive interference occurs whenever the scattering vector q coincides with a reciprocal
lattice point, which is known as the Laue condition. The reciprocal lattice can therefore be conceived
as a set of positions of potential Bragg peaks denoted by the integer numbers h, k, and l as (hkl).

2.6.2 Kinematic diffraction theory

The previous considerations provided information only about the periodicity (or translational sym-
metry) of the structure and not about the actual location of atoms within a unit cell, i.e., the
arrangement of atoms within the crystal lattice [108, 112]. In order to extract this information, it
is necessary to analyze the intensities of the diffracted beams. This is done by looking at the scat-
tering processes involving the smallest constituents of the crystal first, and then building the whole
crystal around it. Therefore, the necessary theoretical foundations are derived in the following
according to Refs. [41–43].

Free electron scattering

When X-rays impinge on an atom, it is mainly the electrons around the atomic nuclei that act as
scattering centers due to the higher scattering cross-section compared to the atomic nuclei [28].
Assuming the dipole approximation and taking into account the Thomson formula [113–115], the
amplitude Ae of a wave with wave vector kf that was scattered at a single (free) electron at position
re is related via

Ae e
−ikf · re = A0

e2 P 1/2

me c2R0︸ ︷︷ ︸
≡ C

e
−iki · re (2.54)

to the amplitude A0 of the incoming wave with wave vector ki prior to the scattering process.
e is the elementary charge o the electron, me is the mass of the electron, P is the polarization
factor of the incoming wave, and R0 is distance to the detector. If the incident waves are 100%
linearly polarized perpendicular to the scattering plane, the polarization factor is P = 1, whereas
P = cos2 (ϑ) applies for waves that are 100% linearly polarized in the scattering plane (ϑ denotes
the scattering angle). With respect to the scattering vector (or momentum transfer) q = kf − ki,
Eq. (2.54) can be rearranged to

Ae (q) = A0C e
i q · re , (2.55)

which gives the amplitude of the scattered wave.
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Scattering from a free atom

The scattering amplitude Aatom for a wave scattered at a free atom at position ratom is obtained by
summing the independent scattering contributions Ae from all individual electrons surrounding the
nucleus of the corresponding atom. By expressing all electrons as an electron density distribution
ρ (r) of the atom with nucleus-electron distance |r|, the summation then becomes an integration
and Aatom is given by

Aatom (q) =

∫
d3r ρ (r) Ae (q) (2.56)

= A0C

∫
d3r ρ (r) e

i q · (r + ratom) (2.57)

= A0C f
0 (q) e

i q · ratom , (2.58)

where

f0 (q) =

∫
d3r ρ (r) e

i q · r
(2.59)

is referred to as the atomic form factor, which is specific for each atom. In the case of spheri-
cally symmetric atoms, which is an adequate approximation in most cases, the atomic form factor
depends only on the magnitude of the scattering vector [43], i.e., f0 (q) = f0 (q), and tabulated
values of f0 (q) can be looked up in, e.g., Ref. [116]. Though, for photon energies of the incident
wave close to an absorption edge of the atom, the atomic form factor can no longer be sufficiently
described by f0 (q) alone. In this case, two additional (correction) terms f

′
(hν) and f

′′
(hν) are

generally required [42,114].

Scattering from a single unit cell

Adding the individual contributions of all atoms j within a unit cell, the scattering amplitude Auc

for the scattering at a single unit cell can intuitively and analogously be derived. Accordingly, the
amplitude Auc of a wave scattered at a unit cell is given by

Auc (q) = A0C
∑
j

fj (q) e
i q · (Rn + rj) (2.60)

= A0C F (q) e
i q ·Rn , (2.61)

where Rn denotes the position of the unit cell that is involved in the scattering process, and rj
denotes the atom position of the j-th atom within this unit cell. Furthermore,

F (q) =
∑
j

fj (q) e
i q · rj (2.62)

is the so-called structure factor, defined as the summation of atomic form factors fj (q) from all j
atoms inside the respective unit cell. The structure factor takes into account that the unit cell may
be composed of chemically distinct atoms, each with its own unique atomic form factor.

The structure factor F (q) causes a strong modulation of the scattered intensity. This can even lead
to the point that, due to destructive interference, certain Bragg reflections, although they fulfill
the Laue condition q = Ghkl (cf. Sec. 2.6.1), nevertheless do not show any intensity. For instance,
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considering all reciprocal lattice points at which the Laue condition is satisfied, the structure factor
can be expressed as

F (q = Ghkl) =
∑
j

fj (q) e
i 2π (huj + kvj + lwj) . (2.63)

In the case of a body-centered cubic unit cell exhibiting exclusively identical atoms [f1 (q) = f2 (q)]
at r1 = (0, 0, 0) and r2 = (1/2, 1/2, 1/2), the resulting structure factor is then given by

Fbcc (q = Ghkl) = f (q)+f (q) e
i π (h+ k + l)

=

{
2 f (q) , for h+ k + l = even integer

0, for h+ k + l = odd integer
. (2.64)

Consequently, not all values of h, k, and l result in a Bragg peak. The corresponding Bragg
reflection that would result due to constructive interference with respect to the crystal lattice
is thus structurally forbidden, so to speak, for this particular structure of the unit cell due to
destructive interference of waves scattered at different atoms in the unit cell. In contrast, for a
primitive cubic unit cell, no Bragg reflections are structurally forbidden.

Debye-Waller factor

Naturally, the atoms at their corresponding lattice sites are not at rest but are individually ther-
mally vibrating around an average position [42], leading to a scattered intensity into an incoherent
background. As a result, the intensity of Bragg reflections is weaker the higher the temperature
and thus the stronger the vibration of the atoms. The temperature-dependent vibration of the
atoms can be addressed by including an additional parameter, the Debye-Waller factor [114, 115],
in the structure factor, such that F (q) can be written as

F (q) =
∑
j

fj (q) e
−Bj (q/4π)

2

e
i q · rj , (2.65)

where Bj denotes the Debye-Waller factor5 for the respective j-th atom [117]. Due to the fact that
the magnitude of the scattering vector enters quadratically in the exponential term with the Debye-
Waller factor, Bragg reflections of higher scattering vector are affected stronger by this effect. For
isotropic vibrations, the Debye-Waller factor can simply be described by

Bj =
8π2

3

〈
u2j

〉
, (2.66)

with the three-dimensional mean-squared displacement ⟨u2j ⟩ of the respective atom [42, 45], which
generally is a function of temperature. At room temperature, the average vibrational amplitude
can be estimated to be about 0.05 Å [117], which represents rather small perturbations of atomic
positions in the unit cell compared to the relatively large size of a unit cell (in the range of several
Ångström). Nonetheless, these temperature-induced atomic vibrations are clearly perceptible, and
their effects on the intensity of the Bragg reflections are thus not negligible.

In the case of anisotropic thermal vibrations with, e.g., a larger vibrational amplitude perpendicular
to the respective atomic bonds, the Debye-Waller factor must instead be modified and expressed
using a second-order tensor (vibrational/thermal ellipsoid) [45,115,117].

5Note that in the literature sometimes the entire additional exponential term in Eq. (2.65) is called the Debye-Waller
factor [45,115] with the commonly used substitution M = B (q/4π)2 [115,117]. Thus, the Debye-Waller factor is
then given by e−M [45].
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Scattering from single crystalline extended structures

Because a crystal can be considered a periodically repetition of unit cells in each spatial direction,
the summation over all scattering amplitudes Auc of all Na, Nb, and Nc identical unit cells along
the three crystallographic axes a, b, and c gives the scattering amplitude

Acryst (q) = A0C F (q)

Na−1∑
na=0

Nb−1∑
nb=0

Nc−1∑
nc=0

e
i q · (naa+ nbb+ ncc) (2.67)

= A0C F (q)

Na−1∑
na=0

e
i na q · a

Nb−1∑
nb=0

e
i nb q · b

Nc−1∑
nc=0

e
i nc q · c

(2.68)

for scattering at a three-dimensional perfect crystal, assuming a uniform structure factor for all
unit cells. Each of the summations in Eq. (2.67) is identical to a geometric series

SN (x) =

N−1∑
n=0

e
i n x

=
1− e

iN x

1− e
i x

, (2.69)

with which Acryst (q) can be rearranged as a product of geometric series to

Acryst (q) = A0C F (q) SNa (q · a) SNb
(q · b) SNc (q · c) . (2.70)

The modulus squared of SN (x) is also known as the N -slit interference function

|SN (x)|2 = sin2 (N x/2)

sin2 (x/2)
, (2.71)

which is commonly used in optics and describes the intensity distribution of a wave that is scattered
at a grating of N slits.

N = 6

N = 3
fringes

2π
Fig. 2.19: Representation of the mod-
ulus squared of the N -slit interference
function |SN (x)|2 for N = 6 (red).
For comparison, the squared modulus
for N = 3 is depicted as well (blue).
The main maxima have amplitudes of
N2 and are separated by a distance of
2π, while the (N − 2) subsidiary max-
ima (fringes) between the main max-
ima have distances of 2π/N .

Figure 2.19 shows a typical N -slit interference function |SN (x)|2 for both N = 6 and N = 3, which
is analogous to a crystal with six and three unit cells, respectively. Both functions exhibit strong
main maxima with amplitudes of N2 centered at multiples of 2π. Hence the distance between two
main maxima equals 2π as well. In addition, (N − 2) subsidiary maxima are visible, which are
separated by a constant distance of 2π/N . The intensity oscillations are called fringes. As the
number N of slits/unit cells increases, the number of subsidiary maxima also increases and the
main maxima become drastically more intense and sharper. Thus, the full width at half-maximum
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2.6 X-ray diffraction - XRD

(FWHM) of the main maxima is inverse proportional to the number N of slits/unit cells and can
be determined according to the Scherrer formula [118]

FWHM = KS
2π

N
, (2.72)

with the Scherrer or (shape) factor KS = 0.89 for an ideal block-shaped crystal. Depending on the
shape of unit cells and, accordingly, on the symmetry of the crystal [119], the value of KS may
differ slightly from the ideal value.

(d)

free-standing
thin film

(c)

semi-infinite
3D crystal

(b)

infinite
2D crystal

(a)

infinite
3D crystal

Fig. 2.20: Illustration of the diffracted intensity distribution for selected crystalline structures in re-
ciprocal space. (a) Diffraction at a 3D bulk crystal with an infinite number of unit cells in the three
spatial directions causes sharp point-like diffraction spots at designated positions, called Bragg peaks.
The dashed lines serve only as guides to the eye. (b) Diffraction at a 2D crystal in 3D space results
in diffraction rods. (c) The consideration of a semi-infinite (real) 3D crystal results in smeared-out
Bragg peaks in vertical direction with intensity even between two intensity maxima. (d) The diffraction
at a free-standing thin crystalline film produces diffraction spots accompanied by intensity oscillations
(fringes) in vertical direction. For a better overview, all diffraction spots and diffraction rods with higher
indexing are displayed with lower brightness. Adapted from Refs. [43, 120].

In the limit of an infinite number of unit cells, as in the case of an infinitely extended three-
dimensional crystal, the N -slit interference function transforms into a periodic distribution of δ-like
peaks [42] according to

lim
N→∞

SN (x) ∝
∞∑
n=0

δ (x− 2πn) . (2.73)

The scattering amplitude [cf. Eq. (2.70)] can then be rewritten as

Acryst (q) ∝ F (q)
∑
h

∑
k

∑
l

δ (q · a− 2π h) δ (q · b− 2π k) δ (q · c− 2π l) . (2.74)

Therefore, in the case of an infinitely extended three-dimensional crystal, Acryst (q) leads to non-
zero scattering intensity and sharp peaks only if the Laue equations [cf. Eq. (2.52)] are satisfied,
and thus to discrete Bragg peaks in the reciprocal space [cf. Fig. 2.20 (a)].

From this point, if the number of unit cells is completely reduced only in the vertical direction,
leaving merely a single crystal layer (complete crystal truncation), the diffraction from an infinitely
extended two-dimensional crystal is obtained. Since the scattering from a 2D crystal is independent
of q · c and solely the lateral Laue equations need to be satisfied, a two-dimensional lattice of
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diffraction rods forms in the reciprocal space with constant intensity along the vertical direction
[cf. Fig. 2.20 (b)].

As a first approximation, the scattered intensity distribution from a semi-infinite 3D crystal – an
infinitely extended 3D crystal with a surface – might be described by the trivial superimposition
of the scattered intensity from the infinite 2D crystal and from the infinite 3D crystal. Following
this approximation, the reciprocal space would consist of a lattice of diffraction rods of constant
intensity passing through the Bragg peaks along the vertical direction [43]. However, this picture
for the scattered intensity from a semi-infinite 3D crystal is not very accurate because the inten-
sity profile along the vertical direction between two Bragg peaks is by no means constant. More
genuinely, diffraction at a semi-infinite 3D crystal leads to smeared-out Bragg peaks in the out-of-
plane direction of the surface [cf. Fig. 2.20 (c)], producing what are called crystal truncation rods
(CTRs) [41]. The CTRs have intensity maxima at the nominal Bragg peak positions. Between two
peaks the intensity declines drastically with intensity minima exactly in the center.
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Fig. 2.21: Impact of surface
roughness on the intensity distri-
bution along a CTR (in L direc-
tion). From blue to light blue:
increase of the surface roughness,
resulting in a stronger reduction
of the intensity between Bragg re-
flections.

The intensity variation along CTRs can be grasped by considering the diffraction of a semi-infinite
3D crystal in combination with a finite penetration depth of X-rays (∼ µm) due to absorption
processes in the crystal. At each layer in the crystal, a portion of the X-rays is absorbed, which
causes a continuous decrease in the intensity, i.e., only a finite number of layers can effectively
contribute to diffraction. As a result, layers near the surface have a higher contribution than
deeper layers in the crystal. Furthermore, in reality, crystal surfaces have certain roughnesses that
can significantly alter the intensity distribution along CTRs as well [121–124], as demonstrated in
Fig. 2.21. Therefore, for a complete description regarding the diffraction of X-rays at semi-infinite
(real) crystals, the finite surface roughness of the crystal has to be included also in addition to the
absorption of each layer represented by ϵ. The amplitude Acryst resulting from scattering from a
semi-infinite 3D crystal can thus be expressed by

Acryst (q) = A0C F (q)

Na−1∑
na=0

e
i na q · a

Nb−1∑
nb=0

e
i nb q · b

Nc(na,nb)∑
nc=−∞

e
i nc q · c

e
nc ϵ , (2.75)

with Nc (na, nb) as the height distribution in the direction parallel to the surface, which can be
interpreted as the roughness of the surface. Here, the average height is set at zero level, i.e., the
summation over nc in Eq. (2.75) must start from nc = −∞ because of the consideration of a semi-
infinite crystal. Please note that this approach assumes a perfect crystal structure and, thus, any
structural imperfections have been neglected.

In the following, only the intensity distribution along a CTR is of interest. In this context, the
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lateral Laue equations q · a = 2π h and q · b = 2π k are fulfilled and Acryst (q) can be simplified to

Acryst (q) = A0C F (q)

Na−1∑
na=0

1

Nb−1∑
nb=0

1

Nc(na,nb)∑
nc=−∞

e
i nc q · c+ nc ϵ (2.76)

= A0C F (q)

Na−1∑
na=0

Nb−1∑
nb=0

e
(i q · c+ ϵ) Nc (na, nb)

1− e
−(i q · c+ ϵ)

(2.77)

= A0C F (q) NaNb

〈
e
(i q · c+ ϵ) Nc (na, nb)

〉
1− e

−(i q · c+ ϵ)
, (2.78)

where the sums over na and nb were treated as an averaging over Nc (na, nb). Approximating the
height distribution by a Gaussian finally gives

Acryst (q) = A0C F (q) NaNb
e
−σ2 (1− cos (q · c))

1− e
−(i q · c+ ϵ)

, (2.79)

with σ being the root mean square roughness of the surface [120, 125]. In terms of this work, the
modulus squared of Eq. (2.79) corresponds to the intensity distribution resulting from crystalline
substrates [cf. Fig. 2.20 (c) and Fig. 2.21].

Scattering from a free-standing crystalline thin film

As previously shown, the scattering from a crystalline substrate can be explained by assuming a
semi-infinite crystal with the inclusion of the finite X-ray penetration depth and finite surface rough-
ness. For crystalline thin films, this description is no longer sufficient since two interfaces/surfaces
have to be treated due to their small finite size. Hence, they can not be regarded as semi-infinite.
Moreover, since the finite X-ray penetration depth usually outstrips the size of (ultra)thin films such
as those prepared in this work (< 50 nm), the influence of absorption can, to a good approximation,
be neglected when treating the scattering at these crystalline structures.

Considering a thin crystalline film with a height distribution of N−
c (na, nb) at the bottom side of

the film (w.l.o.g. the average height is set at zero level) and a height distribution of N+
c (na, nb)

at the top side of the film with the mean height of Nc, the resulting scattering amplitude Acf is
analogous to Eq. (2.76–2.78) given by

Af (q) = A0C F (q)

Na−1∑
na=0

1

Nb−1∑
nb=0

1

N+
c (na,nb)∑

nc=N−
c (na,nb)

e
i nc q · c

(2.80)

= A0C F (q)

Na−1∑
na=0

Nb−1∑
nb=0

e
i q · cN−

c (na, nb) − e
i q · cN+

c (na, nb) + 1

1− e
i q · c (2.81)

= A0C F (q) NaNb

〈
e
i q · cu−c

〉
− e

i q · cNc

〈
e
i q · cu+c

〉
1− e

i q · c , (2.82)

with u+c and u−c corresponding to the respective height variations of Nc at the top and bottom
side of the film, respectively. In a similar manner to Eq. (2.79), both height variations can be
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approximated by a Gaussian each, resulting in

Af (q) = A0C F (q) NaNb
e
−σ2− (1− cos q · c) − e

i q · cNc e
−σ2+ (1− cos q · c)

1− e
i q · c (2.83)

for the amplitude of a wave scattered at a thin crystalline film. Its modulus squared features
distinct intensity maxima with fringes in between, as schematically represented in Fig. 2.20 (d).

Scattering from crystalline film-substrate (multilayer) structures

In the previous considerations, only crystalline single structures were treated. However, when one or
even more crystalline films are grown on a crystalline substrate, each individual film contributes with
the substrate to an overall scattering signal. The scattering amplitude for the whole (multilayer)
structure, consisting of one or more films on a substrate, is then given by the superposition of the
contributions of all i films plus the contribution of the substrate according to

Atotal (q) = Acryst (q) +
∑
i

Θi e
i q · piAf,i (q) , (2.84)

with Θi as the occupation factor of the i-th film, which takes into account structural defects such
as impurities or dislocations in the film, reducing the diffracted intensity. Furthermore, pi is the
phase vector

pi =

i−1∑
j=0

gj +Ncj cj , (2.85)

describing the shift of the respective film at the interface, with gj as the interface vector between

j-th and (j + 1)-th film, and Ncj cj as the phase shift caused by the underlying films due to their
film thicknesses.

2.7 Low-energy electron diffraction - LEED

Just like XRD (cf. Sec. 2.6), low-energy electron diffraction (LEED) is a diffraction technique
utilized for structure determination of crystalline samples. In a typical LEED experiment, electrons
with a (kinetic) energy of 20 eV to 500 eV are incident perpendicularly to the surface of a sample
[126]. The incoming electrons that are scattered elastically at the crystal surface contribute directly
to a diffraction pattern. However, due to a higher interaction (larger cross-section) of electrons with
matter compared to X-rays, most electrons suffer severe energy losses already after a IMFP (cf.
Sec. 2.5.1) of < 1 nm [91], resulting from inelastic scattering processes as, e.g., electron-electron
interactions or phononic and plasmonic excitations [126]. Therefore, with LEED, primarily the
structure and morphology of crystalline surfaces is probed.

According to de-Broglie, the electrons used for LEED have wavelengths that are of the same order
of atomic distances in crystals. Consequently, the elastically scattered electron waves can interfere
coherently with each other, leading to the appearance of a diffraction pattern that directly reflects
the symmetry of the crystal surface structure. Since essentially only the crystal surface is involved
in the diffraction process, diffraction rods form in reciprocal space analogous to X-ray diffraction
at a single free-standing crystalline surface [cf. Fig. 2.20 (b)] due to the lack of periodicity in the
direction perpendicular to the sample surface in real space.
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Fig. 2.22: Visualization for the appearance
of diffraction spots by means of the Ewald
construction for electron diffraction at a crys-
talline surface. The electrons are incident
normal to a surface with wave vector ki. The
length of |ki| is equal to the radius of the
Ewald sphere (dashed line). For each in-
terception point of the Ewald sphere with
a diffraction rod (solid blue lines), the two-
dimensional Laue condition is fulfilled and
diffraction occurs. Only the backscattered
wave vectors kf are displayed, which result
in diffraction spots. Adapted from Ref. [50].

The occurrence of diffraction is commonly visualized in terms of the Ewald (sphere) construction,
which is shown in Fig. 2.22 in terms of electron diffraction at a crystalline surface. Electrons
with wave vector ki are incident normal to the sample surface [ki is along the (00) rod and points
to the origin of the reciprocal space] and are constructively (and elastically) scattered for wave
vectors kf that terminate on an intersection point of a diffraction rod with the Ewald sphere of
radius |ki| = |kf|. For these points, the two-dimensional Laue condition q∥ = Ghk [cf. Eq. (2.53)
and Eq. (2.7)] is satisfied and diffraction can be observed. By changing the kinetic energy of
the electrons, the radius of the Ewald sphere can be modified to produce either more or fewer
intersections, which in turn grants access to a larger or smaller portion of the reciprocal space,
respectively.

Due to the high surface sensitivity of this method, deviations from the ideal surface can cause a
direct visible change in the diffraction pattern. Here, the effects of inhomogeneities and randomly
distributed structural defects like local point defects are rather small and cause only a diffuse
background intensity in the pattern. Far greater influence is exerted by extended defects such as
atomic steps, domain and grain boundaries, etc., which lead to an altered intensity distribution [126]
due to finite size effects from atomic terraces, superstructure domains and grains or mosaics. In
addition, dangling bonds or adatoms on the surface can lead to a reconstruction of the surface,
resulting in a superstructure and, therefore, in additional peaks in the LEED pattern due to a
modified periodicity.

2.8 X-ray reflectivity - XRR

X-ray reflectivity (XRR) is a quite useful and efficient technique, most commonly employed for
thickness determination and to probe the quality of interfaces of thin film heterostructures in
terms of roughness [127]. The basic principal of XRR is the measurement of the reflected beam
intensity of X-rays from surfaces and interfaces of a single or multilayer structure depending on the
relatively small glancing incidence angle θi ≲ 5◦.

When X-rays (ki) encounter an interface under an incidence angle θi between two optical media
with different refractive indices n1 and n2, part of the X-rays are reflected (kf) under the same angle
θf = θi as the incidence angle [cf. Fig. 2.23 (a)]. As both the incidence angle θi and the reflected
angle θf are identical, the resulting momentum transfer vector or scattering vector q = kf − ki

is always perpendicular to the interface the X-rays are incident to. Hence, q has only a vertical
component qz (with the z axis along the interface normal) and the magnitude of the scattering
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Fig. 2.23: (a) Reflection of an incidence beam (ki) at an interface between two optical media, having
refractive indices n1 and n2, with n1 < n2, for an incidence angle θi above the critical angle θc. The beam
is partly reflected (kf) under a reflection angle θf = θi and partly transmitted (kt) under a transmission
angle θt. q denotes the scattering vector with q = kf − ki normal to the interface. (b) Reflectivity of
a basic multilayer system consisting of single film of thickness d on top of a substrate with refractive
indices n1 and n2, respectively, and n1 < n2. nvac is the refractive index of vacuum/air with nvac = 1.
Here, reflection and transmission of the incoming beam occurs at each interface.

vector q = qz is given by

q = qz = 2k sin (θi) =
4π

λ
sin (θi) . (2.86)

The residual part of the X-rays is refracted (kt) under a transmission angle θt and propagates in
the medium with refractive index n2. However, this is only the case if the incidence angle exceeds a
specific critical angle θc (see discussion below). In the case of X-rays, the real part of the refractive
index

n = 1− δ + i β (2.87)

of any matter is marginal smaller than unity [44], where δ = λ2 re ρ/2π is the dispersion and
β = λµ/4π is the absorption, considering a homogeneous medium irradiated by X-rays with an
energy far from the absorption edges of the material. Moreover, λ is the wavelength of the X-rays, re
is the classical electron radius and ρ and µ are the the electron density and the absorption coefficient,
respectively. Consequently, for the reflection of X-rays at a single interface between either air or
vacuum (n1 = 1) and matter, total external reflection can occur for nearly flat incidence angles
and all incoming X-rays are reflected. The critical angle θc below which no X-rays are transmitted
is approximately given by θc ≈

√
2δ. As the angle of incidence is increased beyond the critical

angle (θi > θc), more of the initial X-rays are continuously transmitted and enter the medium n2,
resulting in a reduced fraction of X-rays that contributes to reflection.

The (Fresnel) reflectivity R and the (Fresnel) transmission T for an interface illuminated by X-rays
are linked to the complex reflection coefficient rs/p with R = |rs/p|2 and the complex transmission
coefficient ts/p with T = |ts/p|2, respectively, which both generally depend on the polarization state
of the X-rays (s- or p-polarization). Since the refractive index n is usually close to one for X-rays,
both optical coefficients rs/p and ts/p are similar for s- and p-polarization (r = rs/p and t = ts/p)
and, thus, the Fresnel coefficients are simply given by

r =
ki,z − kt,z
ki,z + kt,z

and t =
2 ki,z

ki,z + kt,z
, (2.88)
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in which ki,z = n1 k sin (θi) and kt,z = n2 k sin (θt) = k
√
n22 − cos2 (θi) are the vertical components

(along z direction) of the wave vectors ki and kt, respectively.

In the case of a multilayer system, comprising one or even more films and a substrate underneath,
the scattering at all interfaces must be taken into account. Here, the reflection and transmission of
the impinging X-rays occurs at each single interface, starting with the uppermost interface between
vacuum/air and the first film [cf. fig. 2.23 (b)]. For simplicity, the substrate is usually treated
to be infinitely thick. As a result, the scattering of X-rays at the backside of the substrate can
be neglected due to the finite penetration depth. The reflectivity R for a multilayer system is
given by the superimposition of the individual reflectivity of each interface and can be calculated
by applying the recursive approach presented by Parratt in 1954 [128]. Thereby, the reflectivity
Rj,j+1, stemming from the partial reflection of an interface between the j-th and the (j + 1)-th
layer in the multilayer system, is given by

Rj,j+1 =
rj,j+1 +Rj+1,j+2 e

i dj+1 qj+1

1 + rj,j+1Rj+1,j+2 e
i dj+1 qj+1

, (2.89)

where

rj,j+1 =
qj − qj+1

qj + qj+1
(2.90)

is the Fresnel coefficient associated with the respective interface, with qj = qz,j and dj being the
vertical component of scattering vector and the thickness of the corresponding layer, respectively.
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Fig. 2.24: Representative XRR curves for
the models of a pure substrat (blue curve),
a single 20 nm-thick film on top of a sub-
strate (red curve) and two films on top of
a substrate with film thicknesses of 10 nm
and 20 nm (yellow curve). All media are
optically different with the uppermost in-
terface in the respective models adjacent
to vacuum/air. The inset shows XRR
curves of a single film of constant thick-
ness on top of a substrate with increasing
substrate-film interface roughness, result-
ing in a stronger damping of the Kiessig
fringes the higher the roughness of the in-
terface. All XRR curves are shifted in ver-
tical direction for clarity.

Figure 2.24 shows typical theoretical X-ray reflectivity curves as a function of the (vertical) scat-
tering vector q = qz for three different models to which the Parratt formalism has been applied: a
pure substrate (n1), a single film (n1) on top of a substrate (n2), and two films (n1 and n2) on top
of a substrate (n3). For each curve, total external reflection is observed until the critical angle θc
or, in terms of q, until the corresponding critical scattering vector qc is reached. For larger scat-
tering vectors, the reflected intensities drop following overall a characteristic q−4 dependence. In
contrast to the reflectivity curve of the pure substrate, the decrease of the reflectivity in the other
reflectivity curves is accompanied by oscillations, which are called Kiessig fringes and are caused by
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constructive and destructive interference of X-rays reflected from smooth interfaces. The number of
different periodicities of the oscillations scales with the number of additional films on the substrate.
As a result, oscillations of different periodicities superpose in a reflectivity curve of a multilayer
system. For a single layer system with oscillations of only one periodicity, the film thickness d can
be estimated from the distance of the oscillations ∆q via d ≈ 2π/∆q. Since the reflectivity in a
multilayer system is much more complex due to the larger number of interference possibilities, the
individual film thicknesses can inevitably only be estimated by accurately modeling the reflectivity
of the film system.
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Fig. 2.25: (a) Illustration of a rough interface between two optical media n1 and n2 with a mean height
of the height fluctuations at z = 0. The height variations are described by a probability density function
P (z) with standard deviation σ. (b) Dispersion profile (from δ = 22.5 × 10−6 to δ = 27 × 10−6) for
one sharp and one rough (RMS roughness = 3 Å) interface represented by an error function. Adapted
from [44,129].

The example reflectivity curves in Fig. 2.24 discussed so far are all presented without the influence of
any interfacial roughness σ. Realistic interfaces, however, are rarely sharp or flat due to structural
defects, resulting in a continuous change of the refractive index at the interface, i.e., of the electron
density profile [44], as illustrated in Fig. 2.25. Here, for comparable small roughnesses (σ ≪ d), the
Névot-Croce method [130] has proven to be quite effective by approximating the electron density
profile by an error function, leading to a slightly modified Fresnel coefficient

rroughj,j+1 = rj,j+1 e
−2kz,j kz,j+1 σ

2
j , (2.91)

which substitutes for the Fresnel coefficient rj,j+1 in Eq. (2.89). The exponential damping (or
Névot-Croce) factor reduces the reflected intensity depending on the quantity of the root mean
square (RMS) roughness σ of the respective interface j. The effect of interface roughness on the
reflectivity curves is demonstrated in the inset of Fig. 2.24 for a single film on a substrate with
continuously increasing substrate-film interface roughness. With increasing interface roughness, a
much stronger attenuation of the intensity modulations is evident for larger scattering vectors q.
In contrast, if the interface roughness is significant higher, the electron density profile must instead
be segmented into a series of very thin and flat layers [127].

2.9 Direct imaging of structures

Both XRD (cf. Sec. 2.6) and LEED (cf. Sec. 2.7) are methods that provide information about the
reciprocal space of samples. In order to obtain information about real space as well, other comple-
mentary investigation methods are necessary, allowing direct imaging of interfaces and structural
elements in general with spatial resolution. There are a variety of methods that can be used to
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directly visualize structural properties of materials on the nanometer or even atomic scale, such as
atomic force microscopy6 (AFM), transmission electron microscopy (TEM), and scanning tunneling
microscopy (STM). Within the scope of this work, only the first two methods were employed to
examine the structure and interface of the thin (ferrite) films produced.

2.9.1 Atomic force microscopy - AFM

In AFM, the imaging is based on the measurement of the force acting between a surface of a sample
and an atomic sharp tip as it is scanned across the surface [cf. Fig. 2.26 (a)]. The advantage
of AFM is that it can be used for samples independent on their conducting character and even
insulating materials can be probed. Depending on the distance between tip and surface (0.1 nm
to 100 nm [131]), three different regimes can be identified with respect to the forces acting on the
tip: initially, at very large distances, the force which the tip is experiencing is negligible. As the
distance decreases and the tip approaches the surface, the influence of attractive forces such as,
e.g., van der Waals interactions, electrostatic force, and chemical force gradually increase. If the
tip is only a few Ångström away from the surface, short-range repulsive forces like sphere repulsion,
Pauli-exclusion interaction, and electron-electron Coulomb interaction dominate [131].
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attractive

Fig. 2.26: (a) Sketch of the operation of an AFM. The sharp tip maps the surface by scanning across
it line by line. Adapted from Refs. [132, 133]. (b) Typical shape of the interacting force (red curve)
between a tip and a surface as a function of their distance from each other. The three main operating
modes (contact mode, non-contact mode, and tapping mode) are marked according to their operating
ranges.

The force exerted by the sample on the tip is typically measured by the deflection of the cantilever
to which the tip is attached. Here, the cantilever behaves as a spring and bends in response
to the forces acting on the tip, obeying Hooke’s Law. Thus, the bending of the cantilever can
be used to directly infer the acting force if the stiffness (spring constant) of the cantilever is
known. The deflection of the cantilever, in turn, can be measured, for instance, by a laser beam
reflected from its backside into a split photodiode (cf. Sec. 4.4). Other methods that have been
developed for cantilever deflection detection include optical fiber interferometry, tunneling current
measurement, capacitance measurement, and piezoelectric (or piezoresistive) detection [131, 134–
138], which, however, have been demonstrated to be less reliable and sensitive compared to the
optical deflection technique [131].

In principle, the AFM can be operated in two major modes: static mode and dynamic mode.
In static (or contact) mode, the tip is brought into close proximity to the sample surface, where

6Atomic force microscopy is sometimes alternatively referred to as scanning force microscopy (SFM) in the literature.
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small repulsive forces act on the tip and bend it accordingly. The surface contour of the sample
can be mapped, for instance, by changing the position of the tip vertically to the surface during
the scanning process, so that the force on the tip and hence its distance to the surface is kept
constant, as indicated by constant bending of the cantilever. In contrast, in the dynamic (or non-
contact) mode, the cantilever does not remain static but is vibrated by an actuator close to its free
resonance frequency with a constant vibration amplitude [139]. For this purpose, the tip is often
positioned some distance away from the sample surface into the area of action of attractive forces.
The tip-surface interaction causes a modification of the resonance frequency of the cantilever and
thus a changing vibration amplitude. The surface contour is imaged in this operating mode, for
example, by regulating the distance according to a constant vibration amplitude, i.e., a constant
force gradient. The tapping mode is a small modification of the AFM within the dynamic mode
with a relatively stiff cantilever and a larger vibration amplitude, resulting in the tip being partially
affected by the repulsive forces as well [140]. The advantage of the tapping mode is the more
straightforward interpretation of the data analysis compared to the conventional non-contact mode.
Nonetheless, just as in contact mode, images recorded in tapping mode may suffer more greatly from
thermal drift of the mechanical setup, caused, e.g., by the substrate temperature. The respective
operating ranges of the different operating modes of the AFM with respect to the tip-to-surface
distance are shown in Fig. 2.26 (b).

2.9.2 (High-resolution) transmission electron microscopy - (HR)TEM

The TEM is based on the principle of an optical microscope (cf. Fig. 2.27), which, in contrast to
a conventional light microscope, uses electrons and exploits their wavelength [141–143]. For this
purpose, highly collimated electrons are accelerated up to 300 keV, leading to a theoretical (point)
resolution7

rth ≈ 1.22λ

β
≈ 3 pm

β
(2.92)

even below the atomic level. Hereby, λ is the wavelength of the electrons and β is a numerical factor
in radians, characterizing the maximum collection angle of the aperture [48]. So far, however, it
has not been possible to even come close to this resolution in a TEM experiment. The reason for
the poorer resolution resides in lens aberrations, which severely limit the effective resolution of the
TEM to about 1 Å [144].

The electrons are directed as an electron beam onto a sample using a condenser lens system, where
they interact with the sample and are partially scattered as well as diffracted. The objective lens
behind the sample conjoins the propagating electrons and produces an (intermediate) image in the
image plane. The diffracted electron beams that left the sample under the same emergent angle
are additionally also combined in the back focal plane of the objective, resulting in a diffraction
pattern (Fourier transform). Placing an objective aperture at this position, a diffraction contrast
can be created by selecting only certain electron beams for image generation. A distinction can be
made between dark-field and bright-field imaging. Dark-field imaging solely uses diffracted electron
beams, whereas bright-field imaging utilizes only the undiffracted primary beam. The ability to
use different imaging techniques allows certain features in the final image to be visualized more
clearly in the respective imaging technique that are less high in contrast in the corresponding other
imaging technique. The objective lens can be considered the most important imaging lens in a TEM
setup. Any imperfections or aberrations of this lens are further amplified by subsequent lenses in

7For visible light microscopy, a slightly changed expression for the the maximum resolving limit is customarily used.
In terms of the the classical Rayleigh criterion, the maximum resolution obtainable is given by rth = 0.61λ/NA,
in which NA denotes the numerical aperture.
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Fig. 2.27: Highly simplified illustration of the
beam paths beginning from a sample down the
optical column of the TEM to the complete fi-
nal image when using the image mode. The
dashed lines indicate the beam paths of scat-
tered/diffracted electron beams. In general,
TEMs are equipped with a significantly larger
number of imaging lenses, which offer greater
flexibility in terms of magnification and focus
range for images [48]. The objective aperture
located in the back focal plane of the objective
lens enables switching between dark field mode
and bright field mode by allowing only certain
beams to pass. The intermediate lens is set
in a way that its object plane corresponds to
the image plane of the objective lens, which in
combination with the appropriately set pro-
jector lens results in a magnification onto a
viewing screen. Based on Ref. [48].

the optical path. A combination of intermediate lenses and projector lenses post-magnifies the
intermediate image enormously, which is then finally projected onto a viewing screen as the final
image.

HRTEM represents a subtype of TEM that provides high-resolution imaging of structures at atomic
level using both the scattered/diffracted beams as well as the undiffracted beam to form an inter-
ference image [145, 146]. Here, the phase shifts or phase differences of the electrons are exploited
that arise when the electrons interact with different columns of atoms while traversing the sample
in the direction of irradiation. These phase shifts become noticeable in the final (interference)
image as phase contrast. Aberrations of the objective lens, including, e.g., spherical and chromatic
aberration as well as defocusing of the objective lens, are able to further modify the phase shifts on
top. This can either enhance the phase contrast or, in the worst and more common case, lead to
a smearing/blurring of the resulting HRTEM image, which makes a correct interpretation initially
impossible. To circumvent this, lens aberrations have to be corrected to the best possible extent,
e.g., a priori by additional hardware like multipole lenses [147–149].

Nevertheless, in principle, the phase information is undesirably lost in the (HR)TEM images upon
imaging on the viewing screen since only the squared modulus of the wave function of the electrons,
i.e., the intensity of the electron beam, is measured. Since the information of the object regarding
the structure is largely encoded in the phase of the electron wave function, this is a predicament and
attempts must be made to reconstruct the electron wave function a posteriori. For this purpose,
the method of focal series reconstruction can be applied [150–152], which involves recording a
series of HRTEM images from the same area at different objective lens defocuses [153–155]. Each
image contains a fraction of the information of the electrons immediately as they emerged from the
sample, allowing the electron wave function to be reassembled [152,156]. Being free from any effects
of aberrations, this electron wave function grants direct access to object information. Alternatively,
in-line or off-axis electron holography can also be employed to retrieve the electron wave function
[157, 158], in which the beam containing the object information is coherently overlapped with an
unaffected reference beam to form a hologram. On the basis of an hypothesized structural model, a
corresponding HRTEM image can be simulated or calculated [159]. The subsequent comparison of
the theoretical HRTEM image with the recorded experimental HRTEM image supplies the ultimate
confirmation of the structural model at hand.

51





3 Investigated materials

This work focuses on the growth and characterization of (ultra)thin ferrite films such as Fe3O4

and CoxFe3−xO4 prepared on single crystalline MgO(001) and SrTiO3(001) substrates by reactive
molecular beam epitaxy. In addition, this work presents an essential noval synthesis technique for
the preparation of cobalt ferrite films via thermally induced interdiffusion of CoO/Fe3O4 bilayers
on SrTiO3(001). Thus, in this part of the work, the most relevant physical properties of the
materials used and fabricated are introduced, starting with the substrates (MgO and SrTiO3) and
completing with the films (CoO, Fe3O4, and CoFe2O4), including a comprehensive description of
the electronic structure and magnetism of the analyzed ferrites as well as a basic description of
antiphase boundaries.

3.1 Materials used as substrates

3.1.1 Magnesium oxide - MgO

Magnesium oxide (MgO) is diamagnetic, electrically insulating with a band gap of ∼ 7.8 eV [160],
and falls into the type of crystals that crystallize in the rock-salt structure with a bulk lattice
constant of aMgO = 4.212 Å (at room temperature) [161]. Within this structure, the two ion species,
Mg2+ and O2−, each form a separate face-centered cubic (fcc) sublattice, with both sublattices
shifted along a cubic lattice vector by half a lattice constant. Consequently, the Mg2+ ions occupy
the octahedral lattice sites of the fcc sublattice built by the O2− ion species and vice versa. The
unit cell of MgO is illustrated in Fig. 3.1 (a).
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Fig. 3.1: (a) Typical unit cell of a rock-salt-type crystal such as MgO and CoO made up of two face-
centered cubic sublattices populated by either O2− anions (blue) or by Mg2+(Co2+) cations (purple) in
the case of MgO(CoO). Compared to the bulk unit cell, the surface unit cell of rock-salt structures (red
and dashed) has lateral lattice vectors in [110] and [1̄10] bulk directions and is thus rotated by 45◦. (b)
Antiferromagnetic spin structure of the Co2+ cations in CoO. Within each individual (111) plane, all
spins align in parallel, while they are oriented antiparallelly with respect to the spins within the adjacent
(111) planes.
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For the (001) plane of MgO, which was used in this work solely as the surface on which films were
grown, a primitive quadratic unit cell can be defined with lateral lattice vectors in [110] and [1̄10]
bulk directions. Hence, this primitive quadratic surface unit cell is rotated by 45◦ with respect to
the bulk MgO unit cell and has a surface lattice constant of asMgO = aMgO/

√
2.

3.1.2 Strontium titanate - SrTiO3

Strontium titanate (SrTiO3, STO), similar to MgO, is a diamagnetic insulator with a band gap of
around 3.2 eV [162] but crystallizes in the cubic perovskite structure with a bulk lattice constant
of aSTO = 3.905 Å at room temperature [163]. The ideal unit cell of STO is shown in Fig. 3.2.
It comprises Ti4+ cations coordinated sixfold by O2− anions and Sr2+ cations, with four TiO6

octahedra each surrounding one Sr2+ cation. Thus, each single Sr2+ cation has twelve O2− anions
as nearest-neighbors.

perovskite structure 
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Fig. 3.2: Illustration of the cubic per-
ovskite unit cell of SrTiO3. Six O2− an-
ions (blue) form an octahedron with a Ti4+

cation (orange) in the center. Each O2− an-
ion is located on the face-centered sites of a
cube formed by Sr2+ cations (purple). Since
SrTiO3 is composed of alternating SrO and
TiO2 atomic planes in the [001] direction,
the SrTiO3(001) surface can be terminated
with either atomic plane.

For thin film deposition, exclusively the (001) plane of STO served as the substrate surface in this
work. In the [001] direction, STO has two different types of atomic alternating planes, namely
SrO and TiO2, both half a lattice constant apart. Consequently, the SrTiO3(001) surface can be
terminated either with SrO or TiO2. However, this does not affect the size and orientation of the
resulting surface unit cell with lateral lattice vectors always along [100] and [010] bulk directions,
consistent with the cubic bulk structure of STO.

Doping STO with even small quantities of Nb (∼ 0.05 wt%), for example, has the effect of signif-
icantly modifying the electronic properties of STO depending on the relative concentration of Nb
dopants, such that STO becomes conductive (n-type conductivity) [164]. This has the advantage
that conductive STO is particularly suitable as film support material for a variety of measurement
techniques such as the spectroscopic measurement techniques that have been utilized in this work
because charging effects are averted.

3.2 Film materials

3.2.1 Cobalt(II) oxide - CoO

The transition metal oxide cobalt(II) oxide (CoO) can be regarded as the archetype of all antiferro-
magnetic oxides, exhibiting a bulk Néel temperature of TN = 293K [165,166]. Just like MgO, CoO
is insulating (band gap of ∼ 2.7 eV [167]) and crystallizes in the rock-salt structure [cf. Fig. 3.1 (a)].
Analogously, the Co2+ cations occupy the octahedral sites of the fcc sublattice constituted by the
O2− ions and vice versa. The bulk lattice constant of CoO at room temperature corresponds to
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aCoO = 4.261 Å [168] and the surface lattice constant of the quadratic surface unit cell is given by
asCoO = aCoO/

√
2, which is rotated by 45◦ with respect to the CoO bulk unit cell.

In the antiferromagnetic phase of CoO, all atomic magnetic moments of the Co2+ cations are
aligned in parallel within one (111) plane but couple antiparallelly with the magnetic moments of
the Co2+ cations in neighboring (111) planes, leading to an overall antiferromagnetic structure [cf.
Fig. 3.1 (b)].

3.2.2 Magnetite - Fe3O4
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Fig. 3.3: Illustration of the bulk unit cell of a transition metal (TM) ferrite such as Fe3O4 or CoFe2O4,
exhibiting inverse spinel structure. Within the fcc sublattice formed by O2− anions, divalent transition
metal cations (Fe2+ for Fe3O4 and Co2+ for CoFe2O4; indicated in purple) occupy solely octahedral B
lattice sites, whereas trivalent transition metal cations (Fe3+; indicated in red) are distributed equally on
octahedral B as well as tetrahedral A lattice sites. The trivalent transition metal cations residing on the B
and A sites couple antiferromagnetically with each other. As a result, the net macroscopic magnetization
of ferrites with ideal inverse spinel structure stems exclusively from the octahedral divalent transition
metal cations. For clarity, ions inside the oxygen sublattice are displayed with less intensity. Adapted
from Refs. [19, 50].

Magnetite (Fe3O4) is a half-metallic and ferrimagnetic ferrite with a band gap of around 0.1 eV and
a high bulk Curie temperature of about TC = 850K [169]. Fe3O4 crystallizes in the cubic inverse
spinel structure at room temperature, as illustrated in Fig. 3.3. The bulk unit cell includes 32 O2−

anions and 24 Fe cations, eight of which are Fe2+ and 16 of which are Fe3+ cations, and has a
lattice constant of aFe3O4 = 8.396 Å [169]. The basic framework of the (inverse) spinel structure
is provided by the O2− anions, which form a fcc oxygen sublattice with Fe cations distributed
across octahedral and tetrahedral interstitial sites1. Hereby, two adjacent octahedra are sharing a

1It is often also common to denote the tetrahedral and octahedral lattice sites of the (inverse) spinel structure as A
and B lattice sites, respectively.
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common edge. Additionally, each octahedron has a common vertex with a corresponding closest
tetrahedron.

In the ideal inverse spinel structure, 1/2 of the octahedral sites are populated in equal propor-
tion by Fe2+ and Fe3+ cations, while 1/8 of the tetrahedral sites are occupied by Fe3+ cations as
well. In contrast, if Fe3O4 would crystallize as a normal spinel, all Fe2+ cations would reside on
tetrahedral lattice sites instead of the octahedral lattice sites, leaving the octahedral lattice sites
filled exclusively with Fe3+ cations and the tetrahedral lattice sites occupied solely by Fe2+ cations.
Although a perfect inverse spinel structure is expected for Fe3O4 (and also for CoFe2O4), small
deviations from the ideal structure are sometimes observed, with cation distributions correspond-
ing to a weighted mixture of normal and inverse spinel structures. The cationic order of these
intermediate states[

TM2+
1−γFe

3+
γ

]
A

[
TM2+

γ Fe3+2−γ

]
B
O2−

4 (3.1)

can be quantitatively described for any transition metal (TM = Fe, Co, etc.) ferrite by the inversion
parameter γ, with γ ranging from 0 (normal spinel) to 1 (completely inverse spinel). Here, the
first brackets denote the occupancy of the tetrahedral A sites and the second brackets specify
the occupancy of the octahedral B sites. Such structural modifications away from the ideal inverse
spinel structure can have a major impact on the electronic and magnetic properties of spinel ferrites,
as will be briefly described later in Sec. 3.2.4 and Sec. 3.2.5.

The surface unit cell of the Fe3O4(001) surface has lateral lattice vectors along [110] and [1̄10]
bulk directions and a lattice constant of asFe3O4

= aFe3O4/
√
2. Consequently, it is rotated by 45◦

with respect to the bulk Fe3O4 unit cell. In addition, a (
√
2×

√
2)R45◦ reconstruction is typically

observed for well-ordered Fe3O4(001) surfaces [170]. After years of intensive research, it has been
demonstrated that this reconstruction can be attributed to a ordered structure of subsurface cation
vacancies (SCV), such that a completely different iron oxide phase (Fe11O16) with only Fe3+ cations
forms at the surface [18].

3.2.3 Cobalt ferrite - CoFe2O4

Despite its insulating character, cobalt ferrite (CoFe2O4, CFO) strongly resembles magnetite both
structurally and magnetically. CFO has a (theoretically predicted) band gap of ∼ 0.8 eV [171] and
is ferrimagnetic with a high bulk Curie temperature of about TC = 793K [9]. Identical to Fe3O4,
CFO crystallizes as an inverse spinel (cf. Fig. 3.3) but with a slightly smaller room temperature
bulk lattice constant of aFe3O4 = 8.392 Å [172]. Thereby, in the case of ideal and stoichiometric
CFO, Co2+ cations have replaced in equal parts the Fe2+ cations on the octahedral sites, which are
present in Fe3O4, while the distribution of Fe3+ cations on octahedral and tetrahedral lattice sites
remains the same. Thus, the octahedral lattice sites of the fcc oxygen sublattice formed by the 32
O2− anions host both eight Co2+ and eight Fe3+ cations, whereas eight Fe3+ cations reside on the
tetrahedral sites of the fcc oxygen sublattice.

Compared to the bulk unit cell, the surface unit cell of the CoFe2O4(001) surface is analogous to
Fe3O4 rotated by 45◦ with lateral lattice vectors in [110] and [1̄10] bulk directions and a lattice
constant of asCoFe2O4

= aCoFe2O4/
√
2. Yet, a (

√
2 ×

√
2)R45◦ surface reconstruction commonly

visible for Fe3O4 is absent in the case of CoFe2O4.

3.2.4 Electronic structure of ferrites

Many approximations such as local spin density (LSD) approximation or generalized gradient ap-
proximation (GGA) have been applied in first-principle density functional theory (DFT) calcula-
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tions in order to derive the accurate electronic band structure of spinel transition metal ferrites.
However, due to the strong electron correlation of the 3d transition electrons, the electronic struc-
ture of most spinel ferrites was often placed too high in energy near the Fermi energy [171], making
them half-metallic when they were supposed to be insulating. Greater success has been achieved
with the self-interaction corrected (SIC-)LSD approximation, yielding a much more adequate de-
scription for ferrites. The electronic band structure in the vicinity of the Fermi level of the Fe3O4

and CoFe2O4 ferrites studied in this work, which was theoretically predicted using DFT calculations
and SIC-LSD [171], is shown in Fig. 3.4.
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Fig. 3.4: Density functional theory calculations of the electronic band structure for Fe3O4 as an inverse
spinel and CoFe2O4 as an inverse as well as a normal spinel. The respective total density of states (DOS)
is decomposed according to the spin, with the minority DOS (spin-down) shown in the bottom panel
(negative values) and the majority contributions (spin-up) in the top panel (positive values). Dashed
vertical lines denote the Fermi level. The main contributions of the different ion species to the respective
bands are labeled, where A and B represent the tetrahedral and octahedral lattice sites. Adapted from
Ref. [171].

For both Fe3O4 and CoFe2O4, the inverse spinel arrangement of the transition metal cations is
preferred as the ground state configuration based on total energy considerations [171]. In the
case of Fe3O4, a half-metallic-like electronic band structure is obtained by assuming only localized
Fe3+ cations, while the Fe2+ cations are partially delocalized and together randomly populate
the octahedral lattice sites along with the Fe3+ cations. These partially delocalized cations in
combination with other ten unoccupied minority states corresponding to octahedral lattice sites
constitute a peak at the Fermi level, which thus gives rise to the half-metallic character of Fe3O4.

CoFe2O4, on the other hand, exhibits an electronic band structure resembling an insulator with a
theoretical band gap between the valence and conduction bands of 0.8 eV. The valence band, just
as in Fe3O4, is largely due to oxygen with a small admixture of transition metals. For CoFe2O4,
the highest occupied states are thus given predominantly by O 2p states. The lowest unoccupied
states are in turn given by Fe 3d electrons residing on tetrahedral and octahedral lattice sites for
the majority and minority spin channel, respectively. In addition, the conduction band exhibits
an exchange splitting, i.e., the energy difference between the two spin channels, of 1.28 eV. As a
result, considering the capability of CoFe2O4 as a spin-filter, this implies that the tunnel barrier
height for spin-down electrons is lower than for spin-up electrons and, therefore, spin-filtering should
be negatively polarized. Consequently, based on this prediction, CoFe2O4 sufficiently meets the
requirements for spin-filter applications.

Furthermore, as mentioned above, the cationic site inversion within the spinel structure exerts a
strong influence on the electronic band structure of ferrites. During the crossover from the inverse
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spinel structure of CoFe2O4 to its normal spinel structure, the exchange splitting of the conduction
band increases immensely to 4.07 eV, which at first glance is more advantageous for the spin-
filter application due to a theoretically enhanced spin-filtering efficiency. However, simultaneously,
the band gap decreases to 0.21 eV, turning CoFe2O4 with normal spinel structure nearly into a
half-metal, which counteracts the improved spin-filter efficiency. Taking into account that the
crystal structure of CoFe2O4 in reality often deviates slightly from that of an ideal inverse spinel
compound [173, 174], it can be assumed that the actual value of the exchange splitting of the
conduction band and the band gap lies somewhere between the theoretical ones of both extreme
scenarios (CoFe2O4 either as a perfect inverse spinel or as a normal spinel).

3.2.5 Magnetism of ferrites
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Fig. 3.5: Illustration of the most important different magnetic exchange interactions and their effect on
the net moment of spinel transition metal ferrites. (a) Intersublattice superexchange interaction between
cations on octahedral B and tetrahedral A lattice sites, causing an antiferromagnetic (AFM) coupling
between the cations. (b) Intrasublattice superexchange interaction involving cations on octahedral B
lattice sites, which couples both cations ferromagnetically (FM) with each other. (c) Double exchange
interaction between cations located on octahedral B lattice sites, which also induces ferromagnetic (FM)
coupling of both cations. (d) Electronic configurations of the individual cations in CoFe2O4 with ideal
inverse spinel structure and normal spinel structure, including the resulting net moments. Adapted from
Ref. [19].

The occurring ferrimagnetic properties of most (inverse) spinel transition metal ferrites such as
Fe3O4 and CoFe2O4 stems from the competing interplay of multiple magnetic exchange couplings
between the different transition metal cations within the (inverse) spinel crystal structure [9, 31].
The first magnetic exchange interaction to be mentioned here, which is also the strongest, is the
intersublattice A − B superexchange interaction, where trivalent transition metal cations (Fe3+)
on the different lattice sites (octahedral and tetrahedral) interact via an intervening diamagnetic
oxygen anion. Since the overlapping Fe 3d and O 2p orbitals form a bonding angle of about
125◦ [cf. Fig. 3.5 (a)], the Fe–O–Fe exchange interaction is strongly antiferromagnetic accord-
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ing to the Goodenough-Kanamori rules (cf. Sec. 2.3.1) with a strength of JAB ≈ −23 kB [175]
for Fe3O4 and JAB ≈ −24 kB [176] in the case of CoFe2O4. In addition, there is a further anti-
ferromagnetic coupling of the trivalent transition metal cations (Fe3+) on the tetrahedral lattice
sites. This intrasublattice A − A superexchange interaction has a strength of JAA ≈ −15 kB [175]
and JAA ≈ −18 kB [176] for Fe3O4 and CoFe2O4, respectively. In contrast, the intrasublattice
B − B superexchange interaction, involving divalent and trivalent transition metal cations (Co2+

or Fe2+ and Fe3+) in exclusively octahedral symmetry, is weakly ferromagnetic with a strength of
JBB ≈ 1 kB [175] for Fe3O4 and JBB ≈ 4 kB [176] for CoFe2O4 due to the 90◦ bonding angle with
the intermediate diamagnetic oxygen anion [cf. Fig. 3.5 (b)]. Finally, there is another ferromag-
netic interaction resulting from the double exchange interaction between the divalent and trivalent
transition metal cations on octahedral lattice sites due to mixed valencies [cf. Fig. 3.5 (c)], in which
an electron is transferred from the divalent cation to an unoccupied 3d state of the trivalent cation.
As this ferromagnetic double exchange interaction is also quite weak, it is often masked by the
superexchange interaction associated with the same transition metal cations [9].

The interplay of all these magnetic exchange interactions in (inverse) spinel transition metal fer-
rites leads to the formation of a ferrimagnetic order with a corresponding net magnetic moment
resulting from the addition of the different magnetic couplings between the individual transition
metal cations [9]. For instance, Fe3+ has 3d5 configuration and therefore five unpaired (valence)
electrons. Assuming a high-spin state of Fe3+ (cf. Sec. 2.5.5), the magnetic moments of all five
electrons add up to an atomic magnetic moment of 5µB/atom independent of the symmetry of
the surrounding oxygen ligands. Here, the angular moments of the electrons have been neglected
because their contribution to the total magnetic moment is often rather small compared to the con-
tribution stemming from the electron spin. As a result of the strong prevailing antiferromagnetic
superexchange interaction between Fe3+ cations on octahedral and tetrahedral lattice sites, their
magnetic moments effectively cancel each other out. Consequently, the macroscopic bulk magneti-
zation of, e.g., Fe3O4 and CoFe2O4 is mainly due to their uncompensated octahedrally coordinated
divalent transition metal cations and their ferromagnetic coupling. Fe2+ (3d6) and Co2+ (3d7)
possess one and two fewer unpaired (valence) electrons, respectively, in their 3d shells than Fe3+.
Therefore, the atomic magnetic moments of Fe2+ and Co2+ in the high-spin state are 4µB/atom
and 3µB/atom, respectively, again regardless of their coordination and without consideration of any
angular moments. Hence, the macroscopic bulk magnetization of ideal Fe3O4 amounts to 4µB/f.u.
and to 3µB/f.u. for ideal CoFe2O4 [cf. Fig. 3.5 (d)].

In contrast, if, for example, in CoFe2O4 the Co2+ and Fe3+ cations are located only on tetrahedral
and octahedral sites, respectively, as in the normal spinel structure of CoFe2O4, there is still an
A − B superexchange interaction between the cations on the different lattice sites, with the only
difference being that their magnetic moments now no longer fully compensate due to the smaller
magnetic moment of Co2+. This leads to a significantly enhanced macroscopic bulk magnetization
of 7µB/f.u. [171] for CoFe2O4 with normal spinel structure [cf. Fig. 3.5 (d)] .

3.2.6 Antiphase boundaries - APB

The growth of a film on a substrate with a lattice constant approximately half the lattice constant
of the film, which is the case, for example, for Fe3O4 or CoFe2O4 on MgO(001), can lead to the
emergence of so-called antiphase domains (APDs) in the film due to the symmetry breaking between
film and substrate [177]. Hereby, two neighboring APDs are separated by an antiphase boundary
(APB). These two-dimensional structural defects occur when, e.g., the film orders concurrently at
several different nucleation sites during film growth. As these differently arranged islands grow in
size, they eventually collide and coalesce. In this event, if adjacent islands do not merge perfectly
into one another with respect to their respective lattices, i.e., they are shifted against each other
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Fig. 3.6: Antiphase boundary (APB) in an ultrathin (inverse spinel-like) film formed during its growth
on a (rock-salt-like) substrate, which has a lattice constant half that of the film. (a) Side view. (b)
Top view. The colliding antiphase domains are displaced from each other by a translation (vector) of
1/2 [100].

by a non-integer translation (vector) and, thus, the periodicity of the film lattice is not preserved,
the islands remain independently as APDs separated by an APB.

For films showing a high density of APBs, these APBs can have a crucial influence on their mag-
netic [178–182], electric [183–185], and magnetoresistive properties [186, 187], which in particular
can lead to a variety of anomalous physical properties of the films. For instance, in inverse spinel
ferrimagnetic transition metal ferrites, two neighboring APDs can couple either antiferromagnet-
ically or ferromagnetically across their common APB depending on the direction from which the
two APDs impinge on each other and the distance between them [188]. This coupling, in turn,
then strongly affects the magnetic behavior of the films and can, among other things, cause the
corresponding films to be much more difficult to saturate magnetically [179] and to exhibit lower
saturation magnetization [178, 182, 189] compared to ideal bulk samples. Furthermore, APBs are
also suspected to play an essential part in the strain relaxation behavior of ultrathin ferrite films
as APBs may alter the elastic material properties and lead to an anisotropic stress accommoda-
tion [190,191].

In order to reduce a possibly unwanted effect of APBs on the film properties, it is necessary to
minimize the density of APBs in the film, which can be achieved, for example, by the proper choice
of growth parameters such as temperature or oxygen flux prior to film deposition [192]. In addition,
post-deposition annealing of the produced films even at moderate temperatures and a larger film
thickness also ensure a lower APB density [192,193].
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The experimental setups for the various experimental techniques used are presented in this chapter,
including a brief description of sample preparation and synchrotron radiation generation. Among
the experimental methods, the setups of the in situ surface characterization techniques (LEED and
XPS) are introduced first, followed by the setups of the synchrotron radiation-based characterization
techniques, such as (GI)XRD and XRR, (AR-)HAXPES, XAS and XMCD, the practical aspects of
the spatial direct imaging techniques (AFM and HRTEM), and finally the setup used for magnetic
sample characterization (SQUID).

4.1 Sample preparation

The majority of the films that have been analyzed in the course of this work have been prepared
in an interconnected multi-component UHV system at the Osnabrück University (Germany). The
UHV system consists in total of four individual UHV chambers separated by manual gate valves.
Each chamber is accessible by manipulator transfer arms to transfer samples between the different
chambers without breaking the UHV conditions. The samples are inserted via a load lock into the
UHV system from, where they can be then transferred to the preparation chamber for substrate
cleaning. Similarly, the load lock can also be used for sample removal from the UHV system.
The preparation chamber with a base pressure of around 1× 10−8mbar is equipped with a rotary
sample stage and an O2 leak valve. A thermocouple and a heating element are attached to the
sample stage, which can be used to anneal the samples up to 450 ◦C by passing a current through
a filament placed directly behind the sample holder. The thermocouple is used to control the
temperature during heating. For substrate annealing at even higher temperatures (T ⪆ 600 ◦C),
additionally, a high voltage can be applied between the filament and the sample. The preparation
chamber is connected to a deposition chamber and an analysis chamber with base pressures of
about 1 × 10−9mbar and 1 × 10−10mbar, respectively. The deposition chamber is equipped with
a rotary manipulator, a heating element, a thermocouple, as well as an O2 leak valve, and several
thermal evaporation sources that enable the deposition of thin films in a diluted O2 atmosphere.
The analysis chamber contains an XPS system and a LEED system for immediate in situ surface
characterization of previously prepared substrates and films. A more detailed description of both
systems is given in Sec. 4.2.1 and Sec. 4.2.2.

As mentioned above (cf. Sec. 2.2), all oxide films used and investigated within this work have been
fabricated by reactive molecular beam epitaxy (RMBE) via the thermal evaporation of transition
metals (Co and/or Fe) from pure metal rods in a diluted molecular oxygen atmosphere1. For this
purpose, electrons emitted from a filament are accelerated toward the metal rod using a high voltage
applied between the filament and the metal rod, leading to the emission of atoms or molecules from
the metal rod as soon as the sublimation temperature is reached (cf. Fig. 4.1). Together, the
emitted particles depart from the evaporator shaped as a molecular beam toward the sample, on
whose surface they eventually condense, react with oxygen, and form an oxide film. Hereby, a

1If the evaporation process is carried out without the supply of extra oxygen, this film deposition method is called
just molecular beam epitaxy (MBE), otherwise reactive molecular beam epitaxy (RMBE) if the evaporation
process takes place in a diluted oxygen atmosphere.
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filament
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Fig. 4.1: Illustration of the used evaporator for film deposition. The different electrical connections on
the evaporator exterior and the water connection have been omitted due to reasons of clarity. Electrons
emitted from a filament are accelerated onto a metal rod, which begins to sublimate when its sublimation
temperature is reached. The shutter at the evaporator opening determines the start and end of film
growth while the flux meter controls the evaporation rate of the evaporating material.

shutter located at the evaporator aperture determines the timing of the onset and end of film
growth. The material deposition rate is controlled by a flux monitor, which has been individually
calibrated beforehand for each composition based on an ex situ film thickness XRR measurement of
a previously produced film containing the same transition metal element that is being evaporated.
In order to avoid overheating of the evaporator during operation as well as to minimize its degassing,
the evaporator is continuously water-cooled. Furthermore, when preparing ferrite films that consist
of more than one transition metal element, such as in CFO, the respective transition metals (Co
and Fe in the case of CFO) are simultaneously evaporated and directed onto the sample surface.
The desired stoichiometry of the ferrite film is achieved by adjusting the deposition rates of the
respective evaporators with respect to each other.

All MgO(001) and 0.05 wt% Nb-doped SrTiO3(001) substrates used as film support materials
were supplied either by CrysTec GmbH or SurfaceNet GmbH with a surface orientation tolerance
of < 0.1◦ guaranteed by the manufacturers. After insertion into the UHV system and prior to
film deposition, the substrates were first annealed in the preparation chamber for 1 h at 400 ◦C in
a diluted O2 atmosphere of 1 × 10−4mbar to remove unwanted adsorbates such as carbon from
the surfaces as well as to obtain well-defined substrate surfaces. The chemical purity and high
crystallinity of the crystal surface structures were confirmed for each substrate by subsequent in situ
XPS and LEED measurements in the analysis chamber, revealing no elemental quantities other than
those expected, as well as LEED patterns with sharp diffraction spots and an overall low background
intensity. Afterward, the substrates were transferred to the deposition chamber for film deposition.
In the case of the Fe3O4 and cobalt ferrite films, a substrate deposition temperature of 250 ◦C
and a molecular oxygen pressure of 5 × 10−6mbar has been used, which has been demonstrated
to ensure well-ordering and high film crystallinity for epitaxially grown Fe3O4 films on MgO(001)
by RMBE [194]. The CoO films were deposited also at a substrate temperature of 250 ◦C but
in a molecular oxygen pressure of 1 × 10−5mbar instead, which ensures epitaxial growth of high
crystalline quality in the case of CoO [195]. The resulting film stoichiometry and film surface
structure of each film produced were examined immediately after film growth by in situ XPS and
LEED measurements.

4.2 Surface characterization

4.2.1 XPS - Experimental setup

The XPS system (cf. Fig. 4.2) used for the sample preparation comprises basically an X-ray source,
which generates either Al Kα (hν = 1486.6 eV) or Mg Kα (hν = 1253.6 eV) radiation, electron
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optics, a hemispherical analyzer (Phoibos HSA 150, SPECS, Germany, Berlin), and an energy-
dispersive electron detector. The angle between X-ray source and entrance of the electron optics
is fixed at 54.7◦ in this experimental setup. Hence, only photoelectrons that escaped the sample
in direction of the electron optics are collected and can potentially be further analyzed. Inside the
electron optics, the photoelectrons are collimated and focused onto the entrance of the hemispherical
analyzer by a combination of different electron lenses and apertures. In addition, these lenses
and apertures reduce the kinetic energy of the photoelectrons on their way to the analyzer. An
electrostatic field in the interior of the hemispherical analyzer forces the photoelectrons onto curved
trajectories, which are determined by the kinetic energy of the entering photoelectrons as well as
by the applied electrostatic field of the analyzer. Therefore, only those photoelectrons are able to
pass through the analyzer and subsequently arrive at the detector whose kinetic energy matches
the specific pass energy Epass of the hemispherical analyzer. An XP spectrum is recorded by,
e.g., keeping the electrostatic field in the analyzer constant throughout the entire XPS operation
(constantly fixed pass energy Epass) while the electron optics progressively varies the (kinetic)
energy of the photoelectrons by appropriately altering the retarding potential within. As a result, all
photoelectrons with initially different kinetic energies are gradually decelerated to the kinetic energy
that lies within the energy window accepted by the analyzer (around Epass). This operation mode
is called fixed analyzer transmission (FAT) and was utilized in all XPS measurements performed in
this work. The FAT mode offers the advantage that, due to the fixed pass energy of the analyzer,
the energy resolution is also constant for the entire XP spectrum regardless of the kinetic energy
of the photoelectrons. An increase of the pass energy also increases the absolute XPS intensity,
resulting in a significantly improved signal-to-noise ratio. However, a higher pass energy comes
with the downside of a reduced energy resolution. Both aspects must be taken into account for
each scan and individually weighed against each other when setting the pass energy.

hν

entrance 
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optics

exit slit

sample

detector

concentric
hemispheres
(analyzer)

E  > Ekin pass

photoelectrons

E  = Ekin pass

E  < Ekin pass

X-ray 
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Fig. 4.2: Illustration of the XPS setup used in-
cluding the main parts such as an X-ray source,
electron optics, a hemispherical analyzer, and a
detector. The photoelectrons that left the sam-
ple in consequence of photoemission first pass the
electron optics, where they are retarded as well
as focused onto the entrance of the hemispherical
analyzer. Due to an electrostatic field inside the
hemispherical analyzer, the photoelectrons enter-
ing the analyzer are forced on curved paths. Only
those photoelectrons whose kinetic energies Ekin

match the pass energy Epass of the hemispherical
analyzer can reach the detector located at the end
of the analyzer.

4.2.2 LEED - Experimental setup

The experimentally used LEED setup is a 4-grid LEED optics (ErLEED 150, SPECS, Germany,
Berlin). It is composed of an electron gun and a hemispherical fluorescent screen with a series of
grids in front of it, which are arranged concentrically with the fluorescent screen around a common
center, where the sample surface is placed (cf. Fig. 4.3). The electron gun, which consists of
a cathode (filament), a Wehnelt cylinder, an anode, and an electrostatic lens system, generates a
focused electron beam with adjustable energy and accelerates it onto a sample surface. The electrons
backscattered from the sample surface are then detected by the fluorescent screen, whereby they
first have to pass through the multigrid system. The first grid of the multigrid system is used
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to prevent possible deflections of the electrons from their ideal trajectories, which would result in
a distorted diffraction pattern. This is accomplished by grounding the first grid and the sample
to a common potential (ground potential), creating a field-free space between them. The second
and third grids serve to sort out inelastically scattered electrons by applying a negative voltage to
both grids that is slightly smaller than the voltage used to accelerate the electrons onto the sample
surface. With this, only elastically scattered electrons (as well as electrons with only marginal
energy losses) have sufficient kinetic energy to reach the fluorescent screen and contribute to a
diffraction pattern, reducing the diffuse background. The last and fourth grid is grounded to earth
potential as well and screens the other grids in front of it from the field caused by applying a
(positive) high voltage of typically 6 kV to the fluorescent screen in order to trigger fluorescence.
The LEED pattern, appearing on the fluorescent screen, is then recorded using a camera at the
rear side of the LEED setup (behind screen system and electron gun).

sample

diffracted 
electrons

electron
gun

fluorescent screen

6 kV

acceleration
voltage

+

- +

-

suppressor
voltage

Fig. 4.3: Schematic of a 4-grid LEED optics, in-
cluding an electron gun, a hemispherical fluores-
cent screen and a series of grids in front of the
fluorescent screen. The electron gun generates a
focused electron beam and accelerates it onto the
sample surface located at the center of the hemi-
spherical fluorescent screen, giving rise to elasti-
cally and inelastically scattered electrons. While
the latter are repelled from the grid array, only
elastically scattered electrons can pass through
the array and are subsequently further accelerated
onto the fluorescent screen, where they produce the
diffraction pattern of the crystalline sample sur-
face. Adapted from Ref. [29].

4.3 Experimental setups at synchrotron radiation facilities

The use of synchrotron radiation generated by large-scale synchrotron radiation facilities opens up
new possibilities for the characterization of (ultra)thin films compared to conventional laboratory-
based X-ray sources due to its unique beam characteristics such as extremely high beam intensity,
low divergence, small beam size, as well as the capability to (almost) continuously tune the photon
energy of the X-rays within experimental limits. The qualities of these superior X-ray sources not
only provide the necessary sensitivity for non-bulk structures, permitting even the weak signals
of (ultra)thin films to be detected, but also the opportunity to investigate, e.g., the elemental
absorption edges of a material with highest precision or to supply the excitation energy required in
the case of HAXPES experiments. As a result, a large number of film characterization techniques
applied in this work were performed at several different synchrotron radiation facilities. Here,
the methods of (GI)XRD and XRR were carried out at the European Synchrotron Radiation
Facility (ESRF) in Grenoble (France) and at the Diamond Light Source (DLS) at the Harwell
Science and Innovation Campus near Didcot (UK) using the beamline BM25-SpLine and I07,
respectively. The (AR-)HAXPES experiments were also conducted at beamline BM25-SpLine of
ESRF, as well as at beamlines P09 and P22 at the Deutsches Elektronensynchrotron (DESY)
in Hamburg (Germany), and at 7-ID of the National Synchrotron Light Source II (NSLS-II) at
Brookhaven National Laboratory in Brookhaven (USA). The XAS, and XMCD measurements
were performed at the Advanced Light Source (ALS) at Lawrence Berkeley National Laboratory
in Berkeley (USA) using beamline 4.0.2.
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Furthermore, many beamlines offer the possibility to also use standard laboratory-based experi-
mental techniques such as (soft) XPS and LEED in addition to the main research methods for a
more comprehensive sample characterization. However, since their experimental setups and instru-
mentation do not differ significantly from the ones already presented in Sec. 4.2.1 and Sec. 4.2.2,
they are not addressed separately here.

4.3.1 Generation of synchrotron radiation

In synchrotron radiation facilities, charged particles (mainly electrons) are accelerated to nearly
the speed of light and then fed into a so-called storage ring, where they continue to circulate at
a constant speed. Although the storage ring is referred to as a ring and therefore associates a
perfect circular structure, its geometric structure is more like a polygon with alternating curved
and straight segments. At these curved segments, bending magnets are used to bend the trajectory
of the particles, keeping them in the closed orbit of the storage ring. However, due to the forced
circular trajectory of the charged particles on the curved segments, the particles experience a
constant acceleration toward the center of the circular arc caused by the Lorentz force. Thus, as
long as the charged particles follow a curved path, they continuously emit electromagnetic radiation
(synchrotron radiation) tangential to their direction of motion, which is collimated into a narrow
cone of radiation [cf. Fig. 4.4 (a)].
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Fig. 4.4: (a) Schematic representation of (synchrotron) radiation produced by the circular motion of
a charged particle, traveling near the speed of light. (b) Illustration of a typical insertion device. Due
to the alternating magnetic field directions between adjacent magnets, charged particles are forced onto
oscillating paths as they pass through the insertion device, leading to the emission of (synchrotron)
radiation. Adapted from Ref. [120].

In the straight sections of the storage ring (between two adjacent bending magnets), synchrotron ra-
diation is instead generated by means of insertion devices like undulators or wigglers [cf. Fig. 4.4 (b)].
An insertion device usually consists of several magnets connected in series, where each magnet gen-
erates a magnetic field that is equal in size but opposite in direction to the magnetic field of the
neighboring magnets. The alternation of magnetic fields forces the charged particles onto oscillating
trajectories instead of a straight line [45]. As in the case of bending magnets, these deflections in the
movement of the particles cause them to radiate electromagnetic waves. Here, the electromagnetic
waves radiated in similar directions in the orbit plane of the particles superimpose. For undulators,
this superposition of the individual electromagnetic waves is coherent, which causes constructive
interference and thus synchrotron radiation with significantly enhanced intensity. With wigglers,
on the other hand, the individual electromagnetic waves only add up independently of each other
(incoherent superposition) due to a larger angular deviation of the particles. This leads to syn-
chrotron radiation that has a significantly lower brilliance compared to the synchrotron radiation
of undulators but is still very high compared to the synchrotron radiation of bending magnets.

At each section of the storage ring, where synchrotron radiation has been generated either by
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bending magnets or insertion devices, there is a beamline aligned along the propagation direction
of the radiation. In these, the required beam characteristics of the generated synchrotron radiation
are first adjusted and optimized by various beamline optics before the radiation is then later used for
the upcoming experiments carried out in the corresponding endstations of the respective beamline.

4.3.2 (GI)XRD and XRR - Experimental setup

For the X-ray diffraction and X-ray reflectivity measurements, the respective EH2 (EH: exper-
imental hutch) endstation of beamlines BM25-SpLine (ESRF) and I07 (DLS) was used. Both
EH2 endstations house a UHV chamber for in situ experiments under UHV conditions and a large
(2S+3D) diffractometer in vertical geometry for sample and detector positioning to obtain a certain
scattering/diffraction condition. For this type of diffractometer [cf. Fig. 4.5 (a)], the angles α and ω
define the sample incidence angle and sample azimuth, respectively2. The detector, whose rotations
are decoupled from the sample rotations, can be moved about the angles γ and δ, where the angle
γ enables the horizontal detector rotation and the angle δ enables the vertical detector rotation.
In front of the detector, along the detector-sample axis, there are a set of slits mounted on an-
other rotation stage, providing the last rotational degree of freedom of the diffractometer, specified
by the angle ν. Additionally, the EH2 endstation at the BM25-SpLine beamline includes also an
electron analyzer for the simultaneous combination of X-ray diffraction and HAXPES experiments
(cf. Sec. 4.3.4), allowing the atomic structure of a sample under investigation to be correlated with
its chemical and electronic properties under equivalent experimental conditions and for the same
sample region.
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Fig. 4.5: (a) Illustration of a typical (2S+3D) diffractometer in vertical geometry, which was employed
at beamlines BM25-SpLine (ESRF) and I07 (DLS) for (GI)XRD and XRR experiments. (b) Schematics
of the relationship between the Ewald sphere, the reciprocal lattice and the motors of the diffractometer
for performing GIXRD measurements. Due to the variation of the angles ω, γ, and δ, diffraction rods
(blue) other than the (00L) CTR can be measured. Diffraction conditions are fulfilled when the Ewald
sphere intersects with a CTR. Adapted from Ref. [196].

X-ray scattering experiments can be performed in many different measurement geometries. For
the results obtained in this work, only the specular geometry and the grazing incidence geometry
were used. In specular measurement geometry, which is utilized for both specular X-ray diffraction
and XRR measurements, the angles ω, δ, and ν are kept fixed at 0◦ and the incident angle α = θ
is gradually increased. Concurrently, the detector is rotated by twice that angle (γ = 2θ) with

2Please note that the angle designation for the individual rotations of a diffractometer may differ from beamline to
beamline.
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respect to the incident X-ray beam to fullfill the diffraction condition. Since only the incidence
angle and the detector position are changed by the corresponding angles during the measurement,
this measurement geometry is also known as θ − 2θ geometry. Thus, in this specular setup, the
incident and scattered wave vectors as well as the resulting scattering vectors exclusively lie in
out-of-plane direction of the sample and lack any lateral components (H = K = 0). As a result,
only the intensity distribution along the specular (00L) CTR is obtained by means of the specular
geometry.

In contrast, the grazing incidence geometry is used when performing so-called grazing incidence
X-ray diffraction (GIXRD) measurements, in which the incidence angle is fixed during the mea-
surement to a relatively small angle slightly above the sample’s critical angle (typical < 0.5◦). Since
the penetration depth of the X-rays is severely limited at these grazing angles, this measurement
geometry provides enhanced surface sensitivity, such that a film grown on a substrate has a higher
contribution to the overall scattered signal. The diffraction condition is satisfied in this measure-
ment geometry by rotating the sample by the angle ω about its surface normal and adjusting the
detector accordingly using the angles γ and δ [cf. Fig. 4.5 (b)]. Consequently, with this measuring
geometry, non-specular diffraction rods can be probed as well as lateral measurements, so-called
’in-plane’ scans, along the H or K directions of the reciprocal space, are possible as the scattering
vector is no longer limited to vertical components only.

4.3.3 Processing and analysis of (GI)XRD and XRR data

All X-ray scattering experiments were performed using a two-dimensional area detector, where
each detector image of a single scan corresponds to a small segment of the reciprocal space. The
intensity distribution along that scan, e.g., along the L direction of a CTR, can be obtained by
numerically integrating the pixel intensities within a predefined (rectangular) region of interest
(ROI) for each detector image. As an example, in the case of (GI)XRD scans, the size and position
of the ROI are set to encapsulate the entire intersection of the detector with the CTR (or with
the Bragg reflection) for each detector image of the scan. Furthermore, a background is subtracted
from the extracted intensity distribution in order to obtain the actual intensity distribution of the
CTR. The background is determined in the same manner as the intensity distribution of a CTR
but in a region of the detector images that is free of any scattered signal.

For the further analysis of (GI)XRD data, a version of the specially developed fitting program
’RodsNPlots’ was employed. This program, first developed by A. Greuling [197] and later on
extended by the works of S. Hahne [198] and F. Bertram [199], is able to calculate a theoretical
intensity curve along a given CTR (specular or non-specular) using kinematic diffraction theory
[cf. Eq. (2.84)] and on the basis of a preimplemented structural model. Furthermore it is capable
of fitting this calculated intensity curve by varying the structural parameters within the model
in such a way that it reproduces the experimentally obtained intensity curve as accurately as
possible. The structural model consists of a variable number of crystalline layers stacked on top of
a given substrate. The substrate as well as each layer has a set of structural parameters that define
them. These include among others the type of material (sets the structure factor and the vertical
layer distance), the number of unit cells in the vertical direction, the scaling factor of the vertical
lattice vector as well as the interface vector (vertical component only), the top and bottom RMS
roughnesses and the Debye-Waller factor. The single structure parameters can each be fixed to
specific values or left variable during the fitting procedure of the program to find a final structural
model that best describes the experimental data. For a more detailed description of the program
’RodsNPlots’ and available structural parameters, see Ref. [120].

The deeper analysis of XRR data is instead performed using the fitting program ’iXRR’ in-house
developed by F. Bertram [129]. This software allows the reflected intensity for an expected layer
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system to be calculated theoretically based on the Parratt formalism and the Névot-Croce rough-
ness model (cf. Sec. 2.8), which is then fitted to the experimentally measured XRR data. As in
the ’RodsNPlots’ fitting program, each layer of the layer system, including the substrate, is charac-
terized by its own parameters such as refractive index (dispersion and absorption), layer thickness,
and interface roughness, all of which can be either fixed or used as free fitting parameters for the
fitting procedure. More detailed information of the applied fitting program ’iXRR’ can be found
in Ref. [129].

4.3.4 (AR-)HAXPES - Experimental setup

The results of the (AR-)HAXPES experiments presented in this thesis were recorded at several
beamlines and synchrotron radiation facilities. Still, the principle experimental (AR-)HAXPES
setups at the different beamlines differ only slightly from each other. A UHV chamber, a multi-axis
manipulator to align the samples to the incident X-ray beam, and an electrostatic analyzer with an
attached high-resolution photoelectron detector are the most essential elements of the experimental
setup, which is used in similar ways at all beamlines. At beamlines P09 (DESY), P22 (DESY), and
7-ID (NSLS-II), a concentric hemispherical analyzer (CHA) is employed, whereas at BM25-SpLine
(ESRF) the electrostatic analyzer is a cylinder sector analyzer (CSA) due to its compact geometry,
allowing a simultaneous combination of photoemission and diffraction experiments without the
instruments interfering with each other.

In principle, HAXPES experiments are performed in order to retrieve information from deeper
sample regions or from buried structures. The more bulk-like sensitivity of HAXPES compared to
conventional XPS measurements with soft X-rays is achieved by using higher X-ray photon energies,
which drastically increase the probing depth due to a higher IMFP of photoelectrons. Hence, at
the beamlines P09 (DESY), P22 (DESY), and 7-ID (NSLS-II), X-ray photon energies of ∼ 6 keV
have been used, providing IMFPs of 5 nm–8 nm and thus information depths of 15 nm–24 nm (at
normal detection). At the BM25-SpLine beamline (ESRF) an even higher excitation energy of
∼ 16 keV was used due to the simultaneous realization of HAXPES and GIXRD experiments
(IMFPs of 11 nm–19 nm and IDs of 33 nm–57 nm). In addition, the information depth is also
decisively determined by the photoelectron emission angle φ relative to the surface normal of the
sample [cf. Eq. (2.33)]. Photoelectron detection is essentially restricted to those photoelectrons that
propagate in the direction of the analyzer. Therefore, an emission angle at which photoelectrons
are detected of φ → 0◦ provides the highest possible information depth and thus the maximum
bulk-like sensitivity in the spectrum. As the detector is fixed in the measurement geometry and
thus offers no rotational possibilities around the sample position, the detection angle can only
be changed by tilting the sample. Given the experimental circumstances, a sample angle must
therefore be chosen for which the detection angle becomes minimal to achieve the highest ID/bulk
sensitivity (it is not always possible to realize a detection angle φ = 0).

The AR-HAXPES experiments were carried out exclusively at the beamlines P09 and P22 (DESY)
with the same excitation energy as for the HAXPES experiments. In contrast to HAXPES, the
photoelectron detection angle is varied by tilting the sample away from the analyzer for each single
measurement (cf. Fig. 4.6) to attain the depth sensitivity of photoemission spectra. As the detec-
tion angle increases, the bulk sensitivity steadily decreases due to the decreasing information depth.
Photoelectrons released in deeper sample regions, which would provide more information about the
electronic structure of the sample under normal photoelectron emission, must travel a considerably
longer distance within the sample to the analyzer. Therefore, these photoelectrons cannot reach
the analyzer and be detected because their propagation distance exceeds the finite ID. Thus, pro-
gressively fewer photoelectrons from deeper sample regions contribute to the total photoemission
spectra for increasing detection angles, achieving a steadily higher surface-like sensitivity.
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Fig. 4.6: Principle sketch of an AR-HAXPES experi-
ment. Between single measurements, the sample is ro-
tated away from the analyzer to steadily enhance the
surface sensitivity and, therefore, to obtain a depth
profile of the sample. The sample rotation leads to
an increased angle φ between the surface normal of
the sample and the analyzer (black arrow). Due to
the increased distance to the surface in direction of the
analyzer for photoelectrons released in deeper layers as
well as the limiting IMFP, only photoelectrons from re-
gions near the sample surface are able to be detected at
larger angles φ. Blue cones indicate the photoelectrons
originating from the maximum probing depth, which
can be detected only at a normal detection angle.

4.3.5 XAS and XMCD - Experimental setup and data analysis

The experimental setup for the XAS/XMCD experiments performed at beamline 4.0.2 (ALS) is
illustrated in Fig. 4.7 and comprises in total three main parts: a UHV chamber, a rotatable
sample stage, and an external superconducting vector magnet to magnetize the sample (in-plane)
with a magnetic field of up to 4T. The samples are mounted on the sample stage and contacted
with a conducting wire at an edge of the sample surface using silver paste for measurements in
surface-sensitive TEY mode (cf. Sec. 2.5.2). The XAS/XMCD measurements were performed
for all samples with a glancing incidence angle of the circularly polarized X-rays of 30◦ relative
to the sample surfaces to avoid possible blocking of the X-ray beam by other instruments. In
addition, for each measurement, two XA spectra were recorded, with the magnetic field direction
changed between each XA spectrum (M → −M). The latter has the same effect on the X-ray
absorption signal as changing the helicities of the X-ray beam with the result that the same dichroic
spectrum can be obtained from the difference of two XA spectra recorded with reversed magnetic
field directions.

θi

σ+

conductive 
wire

SN

X-ray 
beam Fig. 4.7: Schematics of the exper-

imental setup for XAS/XMCD ex-
periments. The sample is placed
in the center of a magnetic field
(green arrow) and illuminated by an
X-ray beam with a certain helicity
(σ+) at an angle θi relative to the
sample surface. The resulting XAS
signal is measured by a conductive
wire contacted to the sample surface.
Adapted from Ref. [67].

The quantitative analysis of XA and XMCD spectra is commonly performed applying both sum
rules and charge-transfer multiplet calculations (cf. Sec. 2.5.4 and Sec. 2.5.5). Thus, for the
quantitative evaluation of the recorded XA and XMCD spectra of the Co ferrite films prepared
within this work, the graphical user interface ’Ferridor Magnetowitsch Dostöchjewskij (FMD)’
developed by T. Pohlmann [67] was used, which has both analysis methods implemented. The
graphical user interface ’FMD’ is based on the software ’CTM4XAS’ developed by F. de Groot [200,
201] and utilizes the Cowan code by T. Thole [202] to calculate (atomic) multiplet spectra for the
divalent and trivalent transition metal cation species of Fe, Co, and Ni, taking into account crystal
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field and charge-transfer effects. The advantage of using ’FMD’ over ’CTM4XAS’ is that it provides
a better comparison of charge-transfer multiplet calculations with experimental data, as well as a
’on-the-fly’ and convenient application of the sum rules. The charge-transfer multiplet calculations
for each cation species are carried out using a set of different multiplet parameters characteristic for
the respective cation type, such as charge-transfer energies of the ground and final states, crystal
field splitting (10Dq), and exchange splitting. The respective cationic contributions at a given
absorption edge are then added in a weighted manner to obtain overall XAS and XMCD simulations,
which are simultaneously compared to the corresponding experimental XAS and XMCD data. A
more detailed description of ’FMD’, including additional parameters like broadening parameters
and more extensive details on each multiplet parameter, can be found in Ref. [67].

4.4 AFM - Experimental setup
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Fig. 4.8: Typical basic setup for the operation
of an AFM, including the main components. The
surface of a sample is imaged by a tip attached
to a cantilever. For this purpose, the deflection of
the cantilever caused by the various forces acting
on the tip is continuously monitored using a laser
and a split photodiode while the sample is moved
laterally. The signal from the photodiode is fur-
ther coupled to feedback electronics that set and
control the height of the sample for measurements
in constant force mode according to a given deflec-
tion of the cantilever by means of a piezo-motor.

The determination of the surface topography of the films, including their surface roughness, was
achieved by AFM (NT-MDT NTEGRA) measurements employing the constant force measurement
method in contact mode (cf. Sec. 2.9.1). The AFM setup includes a scanner, a measuring head
with a cantilever and a tip attached, and an optical cantilever deflection detection system. The
scanner holds the sample to be measured and can be moved both vertically (using moving screws
and a piezo-motor for more precise movements) and laterally (using moving screws) to set the
distance between the tip and the sample surface as well as to specify the measured area. The
deflection of the cantilever due to the various types of forces acting on the tip and exerted by the
surface is monitored by the optical cantilever deflection detection system (cf. Fig. 4.8). The optical
detection system comprises a laser diode with its laser beam focused on the end of the cantilever
backside, and a split photodiode, which subsequently detects the reflected beam. Prior to an initial
AFM measurement, the center of the photodiode is aligned with the reflected beam. Smallest local
changes in the strength of the probing interactions during an AFM measurement lead to changes
in the deflection of the cantilever and thus directly affect the position of the reflected beam on
the photodiode. Consequently, in order to maintain a constant (total) force during operation, i.e.,
a constant deflection of the cantilever, as in the conducted constant-force mode measurements,
the system must counteract such changes in the probing interactions that lead to a change of the
reflected beam on the photodiode as soon as they occur. This is realized by coupling the signal
from the photodiode to a feedback control system that reacts immediately when the reflected beam
position begins to change and adjusts the tip-to-surface distance accordingly to ensure that the
reflected beam maintains the central position on the photodiode.
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4.5 HRTEM - Sample preparation

The basic experimental setup of the conducted HRTEM experiments is already presented and
discussed in Sec. 2.9.2. Hence, this part has its focus rather on the non-trivial sample preparation
necessary for cross-sectional HRTEM examination of (ultra)thin films. Due to the strong interaction
of electrons with matter, samples to be analyzed must be thinned to electron transparency. A
variety of techniques can be used for (HR)TEM sample preparation [48], some of which are more
suitable than others for certain types of structures and materials (bulk or thin film, ductile or
brittle, soft or hard, etc). Also important is which part (top view or cross-section) of the sample
is being examined, so a distinction can be made here as well. Within this work, a conventional
so-called cross-section preparation [48, 203], as illustrated in Fig. 4.9, was used for the subsequent
cross-sectional HRTEM experiments. By means of these experiments, structural information about
interfaces, structural defects and composition gradients of the analyzed sample can be extracted,
which make them extremely useful for studying the growth of (ultra)thin films on a given substrate.
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Ti ring
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Fig. 4.9: Illustration of the different steps of the cross-section preparation necessary for cross-sectional
HRTEM experiments. (a) The sample is cut into slices and then glued with their faces on top of each
other. (b) The resulting ’sandwich’ is cut into multiple sample pieces and (c) embedded in a Ti ring
in such a way that the interface of interest of each sample piece is in line with the others. (d) The top
and bottom of the specimen are each thinned by means of dimple-grinding and ion-milling until electron
transparency is achieved. (e) Final cross-sectional view of the interface between a substrate and a film
after the thinning process. Adapted from Ref. [133].

The first steps of this preparation techniques involve cutting the whole sample into thin sample
slices and gluing the bulk slices with their faces together (film on film). Thereafter, the ’sandwich’
is cut once again into several pieces and embedded with adhesive into a ring of Ti, with the interface
of interest (e.g., between film and substrate) uniformly along a line. Both sample sides are then
thinned and dimple-grinded until the sample thickness at the region of interest is only a few µm
thick. Finally, to achieve electron transparency at these respective regions, the sample is further
thinned to perforation by ion-milling. For some regions near the hole edges, the necessary electron
transparency for the HRTEM measurements is obtained.

4.6 SQUID magnetometer - Experimental setup and data
processing

The integral magnetic properties of the samples prepared within this work were analyzed by a
SQUID magnetometer (MPMS3, Quantum Design, Darmstadt, Germany), exhibiting a sensitivity
of ≤ 10−8emu (emu: electromagnetic units). The major elements of the used magnetometer are
a cryogen dewar filled with liquid-helium and a cryogenic insert (probe) with a superconducting
niobium-titanium (NbTi) solenoid on the outside. The latter provides the external magnetic field
of up to 7T for the experiments. Inside the probe are a sample chamber at the level of the solenoid,
a heater, and a SQUID detection circuit, consisting of a dc SQUID and a set of superconducting
detection coils (or pick-up coils) inductively coupled to the SQUID via one or a series of matching
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superconducting input coils, referred to as a flux transformer (cf. Fig. 4.10). The detection coils
surrounding the sample chamber are used to detect and transmit any magnetic flux changes within,
resulting, for example, from the motion of a magnetic sample. They are designed as a second-order
gradiometer with counterclockwise-wound outer loops and a clockwise-wound inner loop pair to
reliably suppress signals of any external disturbances. In addition, the dc SQUID is magnetically
shielded to prevent the generation of noise originating from magnetic sources such as the environ-
ment or the magnetic flux of the solenoid. In order to provide the necessary cooling for the several
superconducting parts inside and outside the cryogenic insert, as well as for cooling of samples for
low-temperature measurements down to 1.8K, the insert is immersed into the liquid-helium bath
of the large dewar.
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Fig. 4.10: Illustration of a cryogenic insert (probe) with externally attached superconducting solenoid
in a typical SQUID magnetometer. For clarity, the sample chamber is omitted and the input coils as
well as the dc SQUID are shown outside the insert. The magnetic sample is placed in the center of
the magnetic field gernerated by the superconducting magnet. Detection coils surrounding the sample
register any local changes in the magnetic flux in its interior caused by the movement of the magnetic
sample along the vertical axis. These changes are then transmitted via input coils to a dc SQUID, which
converts the signal to an output voltage proportional to the magnetic flux change in dependence of the
sample position. Please note that in reality both the input coils and the SQUID are also contained in
the insert. Adapted from Ref. [19].

The samples to be measured are first mounted on a quartz sample holder and then placed in the
sample chamber of the probe. After the installation of each new sample, the sample is centered
within the detection coils to maximize the accuracy of the subsequent magnetic measurements. A
SQUID measurement is performed by mechanically moving the sample up and down at a constant
speed in the vertical direction through the detection coils and analyzing the SQUID output signal.
In this process, the motion of the magnetic sample or rather the magnetic moment of the sample
causes a local disturbance of the applied magnetic flux in the detection coils [204], which induces
a current proportional to the magnetic flux change in response. This current is further coupled
into the input coils, where they generate a magnetic flux that in turn is then coupled into the
superconducting loop of the SQUID, producing an output voltage (cf. Sec. 2.4.3) as a function of
the sample position. Hence, the magnetic sample under investigation is only indirectly probed by
the SQUID in this setup. From the recorded voltage profile, the magnetic moment of the sample
can be derived by fitting the measured profile to a response function assuming an ideal point dipole
source with constant sign and value as it moves through a second-order gradiometer [205]. By
normalizing the inferred magnetic moment to the sample volume, the magnetization of the sample
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can be determined. However, since a complete voltage profile must be recorded for each magnetic
field and/or temperature step, SQUID measurements over a wide measurement range usually take
quite a long time.
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Fig. 4.11: Schematic representation of the
individual contributions to a recorded over-
all SQUID signal, originating from a ferro-
/ferrimagnetic film deposited on a diamag-
netic substrate. The raw overall SQUID
signal, the film contribution, and the sub-
strate contribution are reflected by blue,
dark blue, and gray curves, respectively.
The pure ferro-/ferrimagnetic film signal
is extracted by subtracting a linear slope
due to the diamagnetic response of the sub-
strate from the raw overall SQUID signal.
The linear slope, in turn, is obtained by
fitting the high-field regimes (> 3T) of the
raw overall SQUID signal.

Special care must be taken when magnetically characterizing one or more (ultra)thin films deposited
on a substrate using this measurement technique since it is always the magnetic response of the
entire sample that is detected. Consequently, all non-relevant magnetic contributions to the overall
signal must be removed in order to extract the magnetic signal of the film of interest. For a
single ferro-/ferrimagnetic film grown on a diamagnetic substrate such as MgO or SrTiO3, this is
relatively easy to accomplish. Diamagnetic (and paramagnetic) materials show a linear response
when exposed to an external magnetic field and hence give a linear background in the overall signal
measured by the SQUID magnetometer. By fitting the high-field regime of the raw measurement
signal (where the ferro-/ferrimagnetic film indicates magnetic saturation), the linear slope of the
diamagnetic contribution of the substrate can be determined and used to subtract a line with this
slope from the overall signal to obtain the pure ferro-/ferrimagnetic signal of the film (cf. Fig. 4.11).
Please note that this approach is only applicable to heterostructures for extracting the magnetic
signal of a specific film where solely the film of interest provides a non-linear contribution to the
overall SQUID signal and all other materials of this heterostructures give a linear contribution as
indicated above.
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Abstract

In this work, Fe3O4 thin films of different film thicknesses have been prepared by reactive
molecular beam epitaxy on SrTiO3(001) substrates. The stoichiometry of the films is
verified by X-ray photoelectron spectroscopy, while the surface structure is probed by
low energy electron diffraction. The Fe3O4 films produced are counter-intuitively com-
pressively strained in the vertical direction and exhibit marginal tensile strain in the
lateral direction as deduced from the X-ray diffraction and surface-sensitive grazing in-
cidence X-ray diffraction measurements, which is in accordance with the high-resolution
transmission electron microscopy measurement of the thinnest Fe3O4 film. Moreover,
the high-resolution transmission electron microscopy measurement reveals a well-defined
interface and the formation of stress-releasing misfit dislocations located at the interface
between Fe3O4 film and SrTiO3 substrate.

5.1 Introduction

Fe3O4 (lattice constant 8.396 Å) is one of the most studied and thus most well-known (inverse)
spinel-type materials, which has attracted much attention in the fields of spintronics [206] during
the last decades and also in the relative novel research field of spin caloritronics [207]. Nevertheless,
the last couple of years of intensive research have proven that Fe3O4 – even though it is fairly well
understood nowadays – is still good for surprises and there is still a lot to discover. For instance,
only just recently the origin of the long-known surface reconstruction typical for Fe3O4 has been
adequately clarified by introducing the so-called subsurface cation vacancy (SCV) structure of
Fe3O4 [18].

Some of the last few unresolved remaining and challenging issues include the specific cationic
ordering at the Verwey transition of Fe3O4 [208] and the controversial strain observed in Fe3O4

thin films, especially if grown on SrTiO3(001) substrates (lattice constant 3.905 Å) [209]. In the
latter case, the Fe3O4 films showed most surprisingly compressive strain out-of-plane, which is
contrary to classical relaxation theory considering, e.g., a pseudomorphic strained Fe3O4 film grown
on SrTiO3(001) with complete lateral adaptation of the Fe3O4 lattice to the underlying substrate
lattice. Here, it expected that the film is laterally compressively strained due to the smaller lattice
constant of the substrate, which is accompanied by vertical tensile strain. Moreover, this atypical
compressive vertical strain was also observed in similar ferrites such as cobalt ferrite [22, 53, 210]
and nickel ferrite [211, 212] grown on SrTiO3(001) substrates as well. For both ferrite films, an
auxetic behavior has often been discussed in the literature [53,211,213,214] due to an assumed or
observed negative Poisson ratio [53, 213, 214]. Yet, a positive Poisson ratio was also observed for
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these ferrite films by other authors [22,54,209,212]. Furthermore, it has been reported that Fe3O4

films instead relax normally with lateral compressive and vertical tensile strain when they are not
in direct contact with the SrTiO3(001) substrate due to a NiO interlayer at the interface [215].
Accordingly, the origin of the anomalous relaxation process of Fe3O4 ultrathin films remains yet to
be comprehended.

5.2 Experimental details

Therefore, two Fe3O4 thin films with film thicknesses of about 15 nm and 37 nm prepared by reac-
tive molecular beam epitaxy on SrTiO3(001) substrates are studied in this work. The SrTiO3(001)
substrates were cleaned for 1 h at 400 ◦C in an oxygen atmosphere of 1 × 10−4mbar prior to film
deposition. Low-energy electron diffraction (LEED) and X-ray photoelectron spectroscopy (XPS)
measurements were carried out to check the results of the cleaning process. Afterward, the Fe3O4

films were grown each at a substrate temperature of 250 ◦C and in 5×10−6mbar O2 by evaporating
Fe from a pure metal rod. Subsequent XPS measurements were performed to confirm the stoi-
chiometry of both films. LEED has been used to verify that the surfaces of the films are ordered
well.

The structural characterization of the films by means of synchrotron-based X-ray diffraction (XRD)
and surface-sensitive grazing incidence X-ray diffraction (GIXRD) were performed at beamline I07
of the Diamond Light Source (DLS). For both, 20.5 keV X-ray photons, a 2+3 circle diffractometer
with a hexapod sample stage, and a two-dimensional Pilatus 100K detector were used. The XRD
measurements were carried out in specular geometry along the (00L) crystal truncation rod close to
the (002) SrTiO3(001) Bragg reflection and the GIXRD measurements in grazing incident geometry
along the [H00] direction close to the (200) Bragg reflection of SrTiO3(001). The film thicknesses of
the Fe3O4 films were confirmed by X-ray reflectivity (XRR) measurements carried out in specular
geometry at beamline I07 of DLS as well using the same energy of the X-ray photons.

A conclusive high-resolution transmission electron microscopy (HRTEM) measurement of the Fe3O4

film with a film thickness of 15 nm was employed in order to gain more detailed information re-
garding the internal atomic structure of the film. For the HRTEM measurement, the sample was
prepared by means of conventional cross-section preparation.

5.3 Results and discussion

5.3.1 Surface characterization by means of XPS and LEED

In order to verify the electronic structure and the surface structure of the Fe3O4 films, in situ
surface-sensitive XPS and LEED measurements were carried out directly after film deposition.
For XPS measurements, the radiation of a Al Kα source was used with a photon energy of
hν =1486.6 eV. The results of the XPS and LEED measurements are depicted in Fig. 5.1.

Fe 2p core-level spectra obtained from both samples and depicted in Fig. 5.1 (a) have completely
identical shape. The main photoemission lines are at binding energies of about 723.9 eV and
710.6 eV, coinciding with well-known binding energies of Fe 2p1/2 and Fe 2p3/2 photoelectrons
emitted from Fe3O4 [216]. In addition, no distinct Fe3+ or Fe2+ charge-transfer satellite is visible
between the 2p peaks, as also expected for stoichiometric Fe3O4 [216,217]. Because Fe3O4 has both
Fe3+ and Fe2+ cations on different lattice sites of its inverse spinel structure, their corresponding
charge-transfer satellites superpose to equal parts in the spectrum, leveling the region between
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Fig. 5.1: (a) Fe 2p core-level XP
spectra of both Fe3O4 films from the
XPS measurements. (b) LEED im-
ages of both Fe3O4 films recorded at
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spectively.

the 2p peaks. Consequently, no satellite structures are observable in stoichiometric Fe3O4 with
balanced cation species.

The LEED images in Fig. 5.1 (b) show for both iron oxide films a clear square (1× 1) fundamental
surface structure as well as a well-pronounced (

√
2×

√
2)R45◦ superstructure. The latter is typical

for well-ordered Fe3O4 surfaces [18,170,218–220].

Concluding the XPS and LEED results, both iron oxide films exhibit the near-surface stoichiom-
etry and surface structure characteristic for stoichiometric Fe3O4(001), confirming the growth of
stoichiometric epitaxial Fe3O4 thin films on SrTiO3(001) substrates in this study.

5.3.2 XRD and GIXRD

CTR scans of each Fe3O4 film performed by XRD and GIXRD along the [00L] and [H00] direction,
respectively, are depicted in Fig. 5.2 (a,b). The data were scaled to the reciprocal lattice units (r.
l. u.) of SrTiO3(001) for both directions.

The XRD and GIXRD measurements reveal sharp and intense Bragg reflections at L = 2 (XRD)
and H = 2 (GIXRD) corresponding to the (002) and (200) Bragg reflections of SrTiO3(001),
respectively. Because the layer distance of Fe3O4 (bulk 2.099 Å) is larger than the layer distance
of SrTiO3 (bulk 1.953 Å), the (004) and (400) Bragg reflections of the Fe3O4 films are located at
lower L and H values compared to the (002) and (002) Bragg reflections of the SrTiO3 substrates.
For the Fe3O4 film with lower film thickness, the Bragg peaks are wider and less intense. This can
be attributed to a lower amount of coherent crystallites contributing to the (GI)XRD signals. In
addition, no Laue oscillations are overall evident, indicating an inhomogeneous crystalline structure
with broad distribution of crystallite sizes for both films as a result of the high lattice mismatch
between Fe3O4 and SrTiO3(001).

The vertical layer distance c and lateral layer distance a of both Fe3O4 films have been determined
from the positions of their corresponding (004) and (400) Bragg reflections in the XRD and GIXRD
scans, respectively. The XRD scans have been analyzed according to complete calculations based
on kinematic diffraction theory due to partly overlapping (004) and (002) Bragg peaks of Fe3O4

and SrTiO3(001), respectively. For the calculations, atomic form factors of all contributing ions
have been taken into account. In contrast, a simple Gaussian diffraction peak profile sufficiently
described the entire (400)Fe3O4 Bragg peaks in the GIXRD scans and was used to obtain the

77



Anomalously Strained Fe3O4 Thin Films on SrTiO3(001) Resolved by HRTEM and X-ray
Diffraction

1.85 1.9 1.95 2

d = 37 nm
d = 15 nm
fit

1.8 1.85 1.9 1.95 2

d = 37 nm
d = 15 nm
fit

L [r. l. u. STO(001)] H [r. l. u. STO(001)]
in

te
ns

it
y 

(a
rb

. u
ni

ts
)

Fe3 4O bulk

film thickness (nm)d

la
ye

r 
di

st
an

ce
 (

Å
)

10 20 30 40

2.07

2.08

2.09

2.1

in-plane
out-of-plane

(a) (b) (c)

Fe3 4O bulk

in
te

ns
it

y 
(a

rb
. u

ni
ts

)

Fe3 4O bulk

Fig. 5.2: (a) XRD and (b) GIXRD scans for each Fe3O4 film. The dashed black lines in (a) and
(b) indicate the position in the [00L] and [H00] direction expected for bulk Fe3O4. (c) Vertical and
lateral layer distances determined from the XRD and GIXRD scans, respectively. The dashed black line
indicates the layer distance of bulk Fe3O4.

positions of the (400)Fe3O4 Bragg peak. The resulting out-of-plane and in-plane layer distances of
both Fe3O4 films are depicted in Fig. 5.2 (c).

Both Fe3O4 films show very small lateral expansion and larger vertical compression of their lattices.
The resulting tensile strain in-plane of ∆af/af = (0.1±0.1)% remains constant independent on the
Fe3O4 film thickness, whereas the compressive strain out-of-plane declines from ∆cf/cf = (−0.7±
0.1)% to (−0.4± 0.1)% for the Fe3O4 film with higher film thickness compared to the Fe3O4 film
with lower film thickness. Hence, both film lattices are vertically compressed, although they are
laterally almost completely relaxed.

In principal, the incorporation of interfacial misfit dislocations in films plays a crucial role in
releasing lateral stress that resulted from a large lattice mismatch between a film and a substrate
[about 7.5% between Fe3O4 and SrTiO3(001)]. Based on the model of Matthews and Blakeslee [58]
to describe the critical thickness dc for nucleation of misfit dislocations via

dc
b

=

(
1− ν cos2 α

) (
ln
(
dc
b

)
+ 1

)
2πf (1 + ν) cosλ

, (5.1)

the formation of misfit dislocations become energetically more favorable in the case of a thin Fe3O4

film grown on SrTiO3(001) if the film thickness exceeds the critical film thickness dc of about 2 nm.
Hereby, b is the magnitude of the Burgers vector b = af/4 ⟨110⟩ [221], ν = 0.356 is the Poisson
ratio of Fe3O4 [55], α = 90◦ is the angle between the Burgers vector and the dislocation line, f is
the lattice mismatch, and λ = 45◦ is the angle between the Burgers vector and the direction being
perpendicular to the dislocation line and being within the plane of the interface. Consequently,
both Fe3O4 films prepared in this study are expected to release their substrate-induced lateral
strain through forming misfit dislocations as both film thicknesses exceed dc.

As cited above, the anomalous relaxation process of ferrite films on SrTiO3(001) with tensile and
compressive stress for lateral and vertical directions has also been reported in detail for NiFe2O4

thin films [212]. The NiFe2O4 films relax laterally almost completely for film thickness above
20 nm. The lateral relaxation is accompanied simultaneously by a vertical relaxation of the ferrite
films. Thus, these films show bulk structure. The Fe3O4 films produced in this study, however, are
completely relaxed only in the lateral direction, while they are still compressively strained vertically.
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5.3.3 HRTEM

Figure 5.3 (a) shows a typical cross-sectional HRTEM image of the interface between the Fe3O4 film
(with lower film thickness) and the SrTiO3 substrate in the [010] zone axis. The interface between
SrTiO3 substrate (bottom part) and Fe3O4 film (central part) is atomically sharp and well-defined.
According to the HRTEM image, the Fe3O4 film has a total film thickness of ∼ 16 nm, which agrees
well with the Fe3O4 film thickness of 15 nm obtained from the XRR measurements. Amorphous
adhesive from the sample preparation for the HRTEM measurement is seen above the Fe3O4 film
at the top part of Fig. 5.3 (a).

Furthermore, an interlayer with (cubic/tetragonal-like) crystallographic structure might be assumed
at the interface, extending in average approximately over the first 1 nm of the total Fe3O4 film [cf.
yellow square in the magnification inset of Fig. 5.3 (a)]. A second cubic crystal structure in Fe3O4

thin films besides the one of Fe3O4 was also found by Zhu et al. [222] and attributed to an ultrathin
FeO interface layer (∼ 5 nm), formed between the Fe3O4 film and the SrTiO3(001) substrate. Their
findings correlate with the conclusions drawn a little earlier by Bertram et al. [194, 223] based on
their conducted XRD measurements on Fe3O4 thin films grown on MgO(001) substrates. However,
with a vertical and lateral spacing of (2.093 ± 0.015) Å, the second crystal structure in our case
resembles bulk Fe3O4 (2.099 Å) more than bulk FeO (2.166 Å) or even pseudomorphic strained
FeO (a = 1.953 Å and c = 2.394 Å). High substrate temperatures during film deposition and
post-deposition annealing also at higher temperatures were further reported to favor the growth
of (111)-oriented Fe3O4 on SrTiO3(001) substrates [224, 225]. The crossover from Fe3O4(001) to
Fe3O4(111) was obtained above a temperature of 600 ◦C, which is significantly higher than the
deposition temperature used in this work. Furthermore, because Fe3O4 with (111)-orientation
manifests with hexagonal symmetry and far larger vertical layer distance (c = 2.424 Å), the presence
of an ultrathin Fe3O4(111) layer at the interface can most likely be ruled out.

From a selected area of the HRTEM image [cf. white dashed square in Fig. 5.3 (a)], covering
both the Fe3O4 film and the SrTiO3 substrate, a diffractogram has been determined by applying a
fast Fourier transform (FFT). As a result, the diffractogram exhibits peaks related to both Fe3O4

and SrTiO3, as presented in the upper inset of Fig. 5.3 (a). Compared to the SrTiO3 related
peaks, the peaks related to Fe3O4 are closer to the origin of the diffractogram. Analogous to the
explanation above for XRD and GIXRD, this finding is caused by the fact that the lateral and
vertical layer distances of Fe3O4 are larger than the layer distance of SrTiO3. The vertical and
lateral layer distances of the SrTiO3 substrate are cs = (1.955±0.010) Å and as = (1.960±0.010) Å,
respectively, according to the positions of the corresponding (002) and (200) peaks related to SrTiO3

in the diffractogram. Thus, the obtained layer distances of the SrTiO3 substrate match perfectly
the literature value for bulk SrTiO3 with as = cs = 1.953 Å.

Analogously, we obtain for the Fe3O4 film vertical layer distances of cf = (2.075 ± 0.015) Å and
a lateral layer distances of af = (2.090 ± 0.015) Å from the positions of the corresponding (004)
and (400) Fe3O4 related peaks. Thus, in agreement with the lattice distortion observed in the
XRD and GIXRD measurements, the Fe3O4 film is laterally (almost) completely relaxed but shows
large compressive strain [∆cf/cf = (−1.1 ± 0.7)%] in the vertical direction. The values of the
vertical and lateral strain obtained for this Fe3O4 film coincides well with the respective values
obtained from the (GI)XRD experiments considering experimental errors. Still, we like to note that
due to the averaging character of the XRD and GIXRD measurements, values derived from these
measurements have a higher accuracy compared to the values obtained from the FFT diffractogram
that was calculated from the HRTEM measurement.

As already presumed from the XRD and GIXRD measurements, misfit dislocations are expected to
release the substrate-induced strain in the lateral direction. This is in fact confirmed by the Fourier
filtered image presented in Fig. 5.3 (b), revealing misfit dislocations that are located exclusively at
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Fig. 5.3: (a) Cross-sectional HRTEM image ([010] zone axis) of the Fe3O4 film with a film thickness
of about 15 nm. A magnification of the film-substrate interface marked by the black dashed square
is displayed in the smaller inset. Here, the yellow square marks an additional crystallographic cubic
structure at the interface. The larger inset in (a) is a diffractogram obtained from the fast Fourier
transform of the area marked by the white dashed square. (b) Fourier filtered image of (a). The red
arrows indicate the dislocations present at the interface. The inset presents a magnification of the misfit
dislocations (turquoise solid lines) in the area marked by the black dashed square.

the interface (cf. red arrows). The misfit dislocations are distributed almost periodically with an
average distance of (2.86±0.20) nm from each other. For a complete lattice misfit compensation by
dislocation formation, a distance (with respect to layer distances) of about asaf/|af−as| = 2.80 nm
between the misfit dislocations is required. Nevertheless, this very small deviation may be used to
determine the residual lateral strain. In this context, a lateral layer distance of a = (2.096±0.030) Å
is obtained, which is to be compared with the bulk value of af = 2.099 Å. Therefore, it can be stated
that the lattice misfit in the Fe3O4 film has been almost completely compensated by the occurring
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interfacial misfit dislocations. The compressive strain observed in the vertical direction, however,
cannot be ascribed to the presence of dislocations. In this regard, the results presented in this
study do not yet allow definite and conclusive explanations for this anomalous strain accumulation.
Still, we would like to point out that antiphase boundaries could point in the right direction since
these structural defects are able to contribute significantly to strain accumulation, as so often
shown [190,191].

5.4 Summary and conclusions

In summary, Fe3O4 thin films of different film thicknesses have been grown on SrTiO3(001) sub-
strates and were extensively structurally characterized by means of (GI)XRD and HRTEM. XPS
and LEED measurements confirmed the near-surface stoichiometry and surface structure of the
epitaxially grown Fe3O4 films. Both films are almost completely relaxed in the lateral direction
parallel to the interfaces. Despite of this, we observe residual vertical compressive strain. The
lateral relaxation can probably be related to the incorporation of strain-releasing interfacial misfit
dislocations as directly revealed by the Fourier filtered HRTEM image.
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Abstract

In order to explore an alternative pathway to prepare ultrathin CoFe2O4 films, epitaxial
CoO/Fe3O4 bilayers with varying film thickness of the CoO film were grown on Nb-doped
SrTiO3(001) substrates via reactive molecular beam epitaxy. Thereafter, cobalt ferrite
films with varying stoichiometry were prepared by post-deposition annealing at different
temperatures. The thermally mediated interdiffusion resulted in the formation of vertical
compressive and lateral tensile strained CoxFe3−xO4 films (x = 0.6 − 1.4) with homo-
geneous distribution of Fe and Co cations for each film. The chemical and electronic
variations after each annealing step were studied by means of soft and hard X-ray pho-
toelectron spectroscopy. The homogeneity of the cation distributions in the films were
additionally verified after the last annealing step by angle-resolved hard X-ray photoelec-
tron spectroscopy. For the cobalt ferrite film with x = 1.4, an additional crystallographic
phase of Co1−yFeyO was observed by (grazing incidence) X-ray diffraction measurements
after annealing at 600 ◦C. X-ray reflectivity measurements were performed to determine
the film thickness of the formed CoxFe3−xO4 films.
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Abstract

Here, we present the (element-specific) magnetic properties and cation ordering for ul-
trathin Co-rich cobalt ferrite films. Two Co-rich CoxFe3−xO4 films with different sto-
ichiometry (x = 1.1 and x = 1.4) have been formed by reactive solid phase epitaxy
due to post-deposition annealing from epitaxial CoO/Fe3O4 bilayers deposited before
on Nb-doped SrTiO3(001). The electronic structure, stoichiometry and homogeneity of
the cation distribution of the resulting cobalt ferrite films were verified by angle-resolved
hard X-ray photoelectron spectroscopy. From X-ray magnetic circular dichroism measure-
ments, the occupancies of the different sublattices were determined using charge-transfer
multiplet calculations. For both ferrite films, a partially inverse spinel structure is found
with increased amount of Co3+ cations in the low-spin state on octahedral sites for the
Co1.4Fe1.6O4 film. These findings concur with the results obtained by superconducting
quantum interference device measurements. Further, the latter measurements revealed
the presence of an additional soft magnetic phase probably due to cobalt ferrite islands
emerging from the surface, as suggested by atomic force microscope measurements.

7.1 Introduction

Ferrites such as CoFe2O4 (CFO) have intriguing electronic and magnetic properties that are increas-
ingly attracting attention, particularly for advancing the fields of spintronics and spin caloritronics.
For instance, in these fields magnetic insulators (MI) can be used as spin-filters for the generation of
highly spin-polarized electron currents due to their spin-dependent band gaps [9,226–230], thereby
creating the possibility of faster and less energy consuming spintronic devices. As the spin-filter
effect decreases drastically with the thickness of the spin-filter film, ultrathin MI films are essential
to realize high-efficiency spin-filters. Additionally, thin CFO films are useful as supports for Pt
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films to create thermally generated spin currents [231,232] via the spin Seebeck effect (SSE) [233].
Owing to the absence of a magnetic proximity effect in Pt/CoFe2O4 bilayers [234], no parasitic
effects, such as the anomalous Nernst effect [235], are induced, simplifying the evaluation of the
SSE signal and thus making CFO films also quite interesting for spin caloritronic applications.
Furthermore, CFO has significant potential in the fields of iron-based supercapacitors [236] and
electrocatalysts [237].

Whereas stoichiometric CoFe2O4 (x = 1) and the Co-deficient phase CoxFe3−xO4 (x < 1) have
been investigated intensely during the last two decades, the Co-rich phase CoxFe3−xO4 (x > 1)
has gained only little attention up to now. Nevertheless, Co2FeO4 thin films have been reported in
one of these few works to have highly interesting magnetic properties with the potential for novel
spintronic applications [238].

Stoichiometric CFO crystallizes as a cubic inverse spinel with a lattice constant of 8.392 Å. For a
perfect inversion of the spinel structure, the octahedral B lattice sites in the face-centered cubic
oxygen sublattice of CFO are occupied by divalent Co2+ cations, while trivalent Fe3+ cations occupy
both the octahedral B lattice sites and the tetrahedral A lattice sites with a 1 : 1 distribution. Due
to the antiferromagnetic super-exchange interaction between the Fe3+ cations at the A and B
lattice sites, their magnetic moments effectively compensate for each other. Hence, the resulting
magnetization originates mostly from the ferromagnetic interaction between the Co2+ and Fe3+

cations at the B lattice sites, resulting in a net magnetization of 3 µB/f.u. [9] due to the spin
moment of Co2+ and neglecting orbital moments.

However, it has been reported that cobalt ferrite quite often exhibits only partially inverse spinel
structure [9,239] with Co2+ on both tetrahedral A and octahedral B lattice sites. As a consequence,
the distribution of cations can have a strong impact on the magnetic properties and thus also on the
resulting net magnetization based on the magnitude of the cation disorder. In principle, the cation
disorder of stoichiometric CoFe2O4 can be described by the inversion parameter γ with 0 ≤ γ ≤ 1
according to the structural formula[

Co2+1−γFe
3+
γ

]
A

[
Co2+γ Fe3+2−γ

]
B
O2−

4 . (7.1)

The indices A and B represent the respective lattice sites. For γ = 0, all Co2+ cations occupy
tetrahedral A lattice sites and all Fe3+ cations occupy octahedral B lattice sites, corresponding
to the case for a normal spinel structure. In contrast, γ = 1 indicates a complete inverse spinel.
Values between γ = 0 and γ = 1 characterize intermediate states with a partially inverse cation
distribution.

As for the Co-rich phase, there have been contradicting results for the coordination of the excessive
Co ions. Whereas Mössbauer spectroscopy studies suggest Co3+ cations in octahedral coordina-
tion, which are in the low-spin state [240], more recent work found Co3+ cations in tetrahedral
coordination and in high-spin state [241]. We wanted to go a step further and performed a com-
prehensive analysis of the electronic and magnetic properties of ultrathin Co ferrite films, which
we produced very recently by intermixing epitaxial CoO/Fe3O4 bilayers using a post-deposition
annealing (PDA) approach [22].

Generally, cobalt ferrite thin films are often prepared by deposition methods such as molecular
beam epitaxy [242], sputter deposition [229] and pulsed laser deposition [243]. Quite recently,
we demonstrated that thin cobalt ferrite films can be prepared by reactive solid phase epitaxy
(RSPE) due to the intermixing of epitaxial Fe3O4/CoO and CoO/Fe3O4 bilayers [22,244]. For both
bilayer systems, the intermixing of the oxide layers was caused by PDA on Nb-doped SrTiO3(001)
substrates (lattice constant 3.905 Å). However, the large lattice mismatch of 7.45% between the
formed Co ferrite film and the SrTiO3 (comparing the lattice constant of SrTiO3 with the halved
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lattice constant of CFO) induces strain in the Co ferrite films. This strain, on the other hand,
may also be used to steer the physical properties of these Co ferrite films [245,246], especially their
electronic and magnetic properties, as demonstrated, for example, in Fe3O4 thin films prepared on
SrTiO3(001) [247,248].

Since the cation distribution of cobalt ferrite can easily be changed by thermal treatment [249,250],
we report here on a case study concerning mainly the cation distribution and the resulting magnetic
behavior of two cobalt ferrite films prepared by RSPE. To gain insight into the occupation of the
octahedral and tetrahedral sites in the inverse spinel structure and to probe the element-specific
magnetic properties of the cobalt ferrite films, X-ray absorption spectroscopy (XAS) and X-ray
magnetic circular dichroism (XMCD) measurements were utilized. The integral magnetic prop-
erties were examined by superconducting quantum interference device (SQUID) measurements.
Furthermore, the electronic and chemical properties throughout the whole films and the surface
morphologies of the films were studied by angle-resolved hard X-ray photoelectron spectroscopy
(AR-HAXPES) and atomic force microscope (AFM) measurements, respectively. Detailed knowl-
edge of the cationic distribution is a key point in understanding the complex magnetic properties of
these cobalt ferrites, which is in turn necessary for potential future applications mentioned above.

7.2 Materials and methods

Two CoxFe3−xO4 films with stoichiometries of x = 1.1 and x = 1.4 and total film thicknesses of
(16.5±0.5) nm and (18.1±0.5) nm, respectively, were prepared by RSPE from epitaxial CoO/Fe3O4

bilayers grown on Nb-doped SrTiO3(001) substrates (cf. Fig. 7.1) at the beamline BM25-SpLine of
the European Synchrotron Radiation Facility (ESRF) [22]. The sample preparation was extensively
monitored by several chemical and structural characterization techniques such as soft and hard X-
ray photoelectron spectroscopy and synchrotron radiation based X-ray diffraction including surface
sensitive grazing incidence X-ray diffraction to follow the evolution from the CoO/Fe3O4 bilayer
stacks to completely reacted Co ferrite films. A detailed description of the sample preparation can
be found in reference [22].

SrTiO3(001)

Fe3O4

CoO PDA

SrTiO3(001)

CoxFe3-xO4

Fig. 7.1: Principal sketch of the conducted film preparation. The thermally induced interdiffusion
results in the formation of homogeneous CoxFe3−xO4 films from initial epitaxial CoO/Fe3O4 bilayers
grown on Nb-doped SrTiO3(001).

To probe the homogeneity of the cation distribution as well as the electronic and chemical properties
after the whole PDA treatment, AR-HAXPES measurements at beamline P22 of PETRA III at
Deutsches Elektronen-Synchrotron (DESY) were conducted using an excitation energy of hν =
5945 eV. The photoelectrons were detected by a Phoibos 225 HV hemispherical analyzer (SPECS,
Berlin, Germany) with a delay-line electron detector. As a result of the finite acceptance angle of
the detector, increasing the glancing incidence angle of the X-ray beam with respect to the sample
surface leads to a higher surface sensitivity since less photoelectrons from the bulk are detected
due to the fixed angle between source and detector. Consequently, lower glancing incidence angles
allow probing of deeper layers of samples and vice versa. In order to probe both the bulk and the
surface-near region of the formed CoxFe3−xO4 films, incidence angles of 5◦, 45◦, and 60◦ were used.
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The surface morphologies of the resulting CoxFe3−xO4 films were examined by AFM measurements
using a NT-MDT NTEGRA device. The measurements were performed in contact mode. For the
measurements, a field of view area of 1500 nm× 1000 nm was chosen.

XAS and XMCD measurements at the Co L2,3 (770 eV–818 eV) and Fe L2,3 (700 eV–750 eV) edges
were conducted at beamline 4.0.2 of the Advanced Light Source (ALS) using an external magnetic
field of 4T parallel to the X-ray beam and a degree of circular polarization of 90%. For each L2,3

edge, two absorption spectra were recorded for two opposite directions of the external magnetic
field, which is analogous to changing the helicity of the circular polarization. Each absorption
spectrum was recorded utilizing the total electron yield (TEY). From the sum and the difference of
the two absorption spectra, the corresponding XAS and XMCD signals were obtained, respectively.
All XAS and XMCD measurements were carried out at a temperature of 300K and at a glancing
incidence angle of 30◦ between the surface of the samples and the X-ray beam.

The XA and XMCD spectra were analyzed according to full multiplet calculations based on crystal-
field theory and charge-transfer [200] using CTM4XAS [201]. In addition, we used a spin-orbit
coupling of 100% and the Slater integrals F (dd), F (pd), and G(pd) to consider d-d and p-d Coulomb
and exchange interactions [251]. To take into account interatomic screening, the Slater integrals
were reduced to 80% of their atomic values. Furthermore, all transition lines at the L3(L2) edges
were broadened by a Lorentzian width of 0.25 eV (0.45 eV) due to core-hole lifetime broadening
and by a Gaussian width of 0.2 eV due to instrumental broadening.

SQUID measurements were performed at the Diamond Light Source (DLS) to get better insight
on the integral magnetic properties of the samples. Magnetization curves from −5T to 5T were
recorded at 300K and 5K using a MPMS system (MPMS3, Quantum Design, Darmstadt, Ger-
many). The magnetization curves were corrected with respect to all non-ferrimagnetic contribu-
tions, such as the diamagnetic background caused by the SrTiO3 substrates and the sample holder.

7.3 Results and discussion

7.3.1 AR-HAXPES

In Fig. 7.2, the Co 2p and Fe 2p HAXPES spectra (angular integrated) of each sample are displayed.
All recorded spectra were calibrated according to the O 1s core level at 530 eV binding energy.
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Fig. 7.2: Angular integrated (a)
Co 2p and (b) Fe 2p HAXPES spec-
tra for both samples. In both spec-
tra, the dashed lines indicate po-
sitions of the particular 2p1/2 and
2p3/2 peaks. The dotted lines cor-
respond to positions of the shake-
up satellites in (a) and the charge-
transfer satellites in (b).

The Co 2p spectra show the characteristic shape for cobalt ferrite [242,252]. The main peaks (2p1/2
and 2p3/2) are located at binding energies of (795.8±0.3) eV and (780.1±0.3) eV, respectively. The
peaks are accompanied by one shake-up satellite each, lying about 6 eV at higher binding energies.
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For the Fe 2p spectra, the Fe 2p1/2 and Fe 2p3/2 peaks have binding energies of (724.5 ± 0.3) eV
and (711.0± 0.3) eV, respectively. In addition, the Fe 2p spectrum of each sample exhibits distinct
charge-transfer satellites at (719.0 ± 0.4) eV and (732.7 ± 0.4) eV. Both the appearance of the
charge-transfer satellites and the positions of the Fe 2p peaks indicate a majority of Fe3+ cations
[216,217,253], as expected for cobalt ferrite [242].

In order to gain information on the chemical composition and the homogeneity of the Co and
Fe cation distribution of the cobalt ferrite films, a quantitative analysis was performed for each
incidence angle mentioned in the experimental details section [22]. We found for each cobalt ferrite
film a homogeneous depth distribution of the Co and Fe cations throughout the whole film. Thus,
both oxide films are fully intermixed, confirming the formation of single CoxFe3−xO4 films with
stoichiometries of x = 1.1 and x = 1.4. Nevertheless, an additional rock-salt phase was observed for
the Co1.4Fe1.6O4 film. This additional phase coexists homogeneously distributed with the ferrite
spinel phase, with both phases together forming a single film rather than a bilayer structure. For
more details, see reference [22].

(a)

0
4

0
0

8
0

0

(n
m

)

400 8000
(nm)

(nm)
0 200 400

0
2

0
0

4
0

0

0
4

0
0

8
0

0
1

2
0

0

(n
m

)

400 8000
(nm)

(n
m

)

x = 1.1

25 100 175 250

direction (nm)

0

3

6

h
ei

g
h

t 
(n

m
)

0

3

6

h
ei

g
h

t 
(n

m
)

25 100 175 250

direction (nm)

x = 1.4

0
2

4
6

8
1

0

1
2

0
0

0 200

2
0

0
0

(n
m

)

(nm)
400

4
0

0

0
2

4
6

8
1

0
(b)

Fig. 7.3: Representative AFM images and height profiles of the CoxFe3−xO4 films with (a) x = 1.1 and
(b) x = 1.4. The blue and red arrows represent the directions of the respective height profiles presented
underneath.
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7.3.2 AFM

The morphologies of the cobalt ferrite film surfaces of both samples were obtained by AFM and
are depicted in Fig. 7.3. An area of 1500 nm× 1000 nm was used for the AFM micrographs in both
cases. Respective height profiles were made to estimate the average island heights and sizes.

For both samples, the cobalt ferrite film surface is covered by islands with an average island size
of (55 ± 5) nm in diameter. Similar results of CoFe2O4 thin films prepared by radiofrequency
magnetron sputtering on SrTiO3(001) were obtained by Rigato et al. [254]. The average island
heights of both films are comparable (cf. respective height profiles), although the CoxFe3−xO4 film
with x = 1.1 has occasionally even significantly higher islands. A root mean square roughness
(RMS) analysis revealed vertical RMS roughnesses of (1.7 ± 0.2) nm and (1.3 ± 0.2) nm for the
Co1.1Fe1.9O4 film and the Co1.4Fe1.6O4 film, respectively. Thus, the Co1.4Fe1.6O4 film has a lower
vertical roughness than the Co1.1Fe1.9O4 film. It should be noted that the sporadically occurring
higher islands on the Co1.1Fe1.9O4 film’s surface were not included in the RMS analysis. Hence,
the volume fraction of the islands relative to the total film volume is about 15% (at least) for the
Co1.1Fe1.9O4 film and about 10% for the Co1.4Fe1.6O4 film.

7.3.3 XAS/XMCD

To probe the cationic distribution of the resulting cobalt ferrite films after the heat treatment,
and to gain element-specific information about the resulting magnetic properties, we performed
XAS/XMCD measurements at the Co L2,3 and Fe L2,3 edges. The absorption spectra with their
resulting XMCD spectra at 300K of both samples are depicted in Fig. 7.4.
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Fig. 7.4: XMCD spectra (blue and red) and integrated XMCD spectra (dashed green) recorded at 300K
across the (a) Co L2,3 and (b) Fe L2,3 edges of both samples. The spectra in gray (µ+) and black (µ−)
are the absorption spectra recorded with two opposite directions of the external magnetic field.

The absorption spectra at the Co L2,3 edges of both samples exhibit the characteristic shape of
predominant divalent Co [244,255,256]. For the Fe L2,3 edges, the shape of the absorption spectra
of both samples resembles the shape of the Fe L2,3 spectra of CoFe2O4 and Fe2O3 with predominant
trivalent Fe [244,257–259].

Further, both samples show strong magnetic dichroic signals of Co and Fe. Compared to the
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Tab. 7.1: Orbital moment mo, spin moment ms, and total moment for the Co and Fe ions for the
CoxFe3−xO4 films with Co contents of x = 1.1 and x = 1.4 determined from the Co XMCD and Fe
XMCD spectra using the sum rules [104–106, 260] and the sum rules’ correction factors as derived by
Teramura et al. [261]. For comparison, the respective magnetic moments normalized to the number of
holes (nh = 3 for the Co ions and nh = 5 for the Fe ions) are displayed underneath.

Co Content Co Moment (µB/Co ion) Fe Moment (µB/Fe ion)

x mo ms total mo ms total

1.1 0.26± 0.03 1.13± 0.06 1.39± 0.09 −0.04± 0.01 0.80± 0.04 0.76± 0.05

1.4 0.16± 0.02 0.72± 0.04 0.88± 0.06 0.01± 0.01 0.76± 0.04 0.77± 0.05

x mo/nh ms/nh total mo/nh ms/nh total

1.1 0.09± 0.01 0.38± 0.02 0.47± 0.03 −0.01± 0.01 0.16± 0.01 0.15± 0.02

1.4 0.05± 0.01 0.24± 0.01 0.29± 0.02 0.00± 0.01 0.15± 0.01 0.15± 0.02

CoxFe3−xO4 film with x = 1.4, the CoxFe3−xO4 film with x = 1.1 exhibits an increased Co
XMCD signal, indicating a higher magnetic moment of Co. The Fe XMCD signals are almost
commensurate.

From the Co XMCD and Fe XMCD spectra, the orbital moment mo and the spin moment ms of
the Co and Fe ions were determined, by applying the sum rules [104–106, 260] and the sum rules’
correction factors as derived by Teramura et al. [261]. The correction factors take into account the
mixing of the L2 and L3 excitations due to core-hole interactions [261]. The values of the orbital
moment mo, the spin moment ms, and the resulting total moments of the respective Co and Fe
cations are listed in Table 7.1 for both Co ferrite films. The results reveal for the Co1.1Fe1.9O4 film
a significantly higher total Co moment per ion compared to the Co1.4Fe1.6O4 film. The total Fe
moments per ion of both Co ferrite films are commensurate considering experimental uncertainties,
as noted before.

For the Co-rich phase of CoxFe3−xO4, it has been reported in the literature that increasing the
Co content (x > 1) results in an increased amount of Co3+ cations [240, 262–265], replacing Fe3+

cations in the crystal structure due to charge neutrality. In oxides with (inverse) spinel structures,
Co3+ cations prefer strongly octahedral sites [239, 263, 266–268]. Depending on the crystal field
(cf. Fig. 7.5), these Co3+ cations in octahedral coordination can either be found in high-spin state
(S = 2) or in diamagnetic low-spin state (S = 0) [266]. For the Co1.4Fe1.6O4 film in this present
study, only an increased amount of Co3+ cations at octahedral B sites being in the low-spin state
can explain the lower total Co moment per Co ion compared to the Co1.1Fe1.9O4 film. In contrast,
Co3+ in high-spin state would increase the spin moment per Co ion (cf. Fig. 7.5) and thus the total
magnetic moment per Co ion.

Assuming instead that no Co3+ ions are present in the ferrite film, excess Co2+ cations have to
occupy tetrahedral A sites, reducing the degree of inversion. Thus, a decreased total Co moment
per ion could essentially be also related to the antiferromagnetic coupling between Co2+ cations,
occupying tetrahedral A and octahedral B sites.

A lower degree of inversion would affect the Fe ions likewise, under the assumption that the total
number of cations in the oxygen sublattices remains constant. As a consequence, more Fe ions would
be at octahedral B sites, resulting in a higher total magnetic moment per Fe ion. This behavior,
however, is not observed, since the total Fe moments per ion are fairly equal for both stoichiometries,
indicating similar degrees of inversion for the films. Thus, this effect can be excluded as the origin
for the reduced total magnetic moment of the Co1.4Fe1.6O4 film.
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coordinated Co3+ in the high-spin (HS) state is shown for comparison. (b) Antiferromagnetic (AFM)
coupling between cations at octahedral B and tetrahedral A lattice sites for stoichiometric CoFe2O4 as
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Our previous growth study [22] suggested for the Co1.4Fe1.6O4 film in particular the existence of a
second crystallographic phase, which was attributed to Co–Fe oxide precipitates in the film. These
precipitates are not present in the Co1.1Fe1.9O4 film. Both CoO and FeO are antiferromagnetic
with bulk Néel temperatures of 293K [165, 166] and 198K [166], respectively. Including finite-size
effects, which reduce the critical temperature, it can be assumed that a solid dispersion of CoO
and FeO also has a Néel temperature fairly below 300K, where the XAS/XMCD measurements
were carried out. Hence, the Co–Fe oxide precipitates should be paramagnetic and consequently
contribute only slightly, if at all, to the XMCD signal. The magnetic moments of soley the Co
ferrite phase is thus slightly underestimated when applying the sum rules.

Assuming as worst case scenario that a second Co–Fe oxide phase forms for a Co content of x > 1.1
(cf. Co1.1Fe1.9O4 film) and considering that both samples initially had equal Fe3O4 film thicknesses,
the averaged magnetic moment per Co cation would only be reduced by at most (17 ± 4)% for
the Co1.4Fe1.6O4 film compared with the Co1.1Fe1.9O4 film. Thus, the resulting XAS signal from
this phase would be too small to produce such a reduction of the magnetic moments. Moreover,
it has been reported that doping of, e.g., paramagnetic ZnO or CuO with even small quantities
of transition metal elements such as Co, Fe, and Ni, results in an unexpected low ferromagnetic
behavior [269–272]. Furthermore, it has been demonstrated that CoO, FeO, CuO, and ZnO often
exhibit defects such as (oxygen) vacancies, which can also lead to a non-negligible ferromagnetic
behavior even above their Néel temperatures [273–276]. Thus, the averaged magnetic moment per
Co cation would even be less reduced, comparing the stoichiometry x = 1.4 with x = 1.1 due to
these effects.

In summary, considering all these possibilities, it is more plausible that the significantly lower total
Co moment per ion of the Co1.4Fe1.6O4 film is primarily caused by rather an increased amount of
trivalent low-spin Co cations at octahedral B sites.

Additionally, the XA and XMCD spectra were analyzed simultaneously according to charge-transfer
multiplet (CTM) calculations. In these calculations, the transitions from the occupied 2p state
into the unoccupied 3d state in each transition metal cation located in an oxygen ligand field are
calculated, taking into account multiplet effects and charge-transfer interactions. For CoxFe3−xO4,
the different transition metal cations can either be octahedrally or tetrahedrally coordinated by
the surrounding oxygen anions due to its (inverse) spinel structure and can also be in high-spin
state or low-spin state dependent on the crystal field. The respective XA and XMCD spectra were
fitted by a weighted linear superposition, consisting of CTM contributions from the corresponding
cationic states.

For the Co L2,3 edges, both Co2+ and Co3+ cations were used to reproduce the data based on
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a reduced total Co moment per ion originating from low-spin Co3+ cations, as suggested before.
The Co2+ cations were considered at both tetrahedral and octahedral sites with crystal fields of
−0.6 eV and 0.8 eV (high-spin state), respectively. Thus, we conclude that the inversion of the spinel
structure was not complete. The crystal fields are comparable with values used in previous studies
of CoFe2O4 thin films [244]. Since it is reported that Co3+ cations preferably occupy octahedral
lattice sites [239, 263, 266–268], only Co3+ cations in octahedral coordination were assumed for
the analysis. Best fits were obtained for Co3+ cations in low-spin state with a crystal field of
10Dq = 2.1 eV (cf. Fig. 7.6).
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Fig. 7.6: XA and XMCD spectra of the Co L2,3 and Fe L2,3 edges with their corresponding CTM
calculations (black lines) for each sample. The XA and XMCD spectra at the Co L2,3 edge in (a,c),
respectively, were fitted with superpositions of octahedral coordinated Co2+ and Co3+ cations and tetra-
hedral coordinated Co2+ cations. For the XA and XMCD spectra at the Fe L2,3 edge in (b,d), respec-
tively, superpositions of octahedral coordinated Fe2+ and Fe3+ cations and tetrahedral coordinated Fe3+

cations were used. The individual cationic contributions to the total CTM spectra are shown for each
XA spectrum and each sample. For the XMCD spectra, only the individual cationic contributions of the
Co1.1Fe1.9O4 film are depicted for clarity, serving as a representative for the Co1.4Fe1.6O4 film.

Regarding the Fe L2,3 edges, Co ferrite should in principal solely contain Fe cations as Fe3+.
However, oxygen vacancies or the presence of Co3+ cations in the film can lead to the presence of
small amounts of Fe2+ cations due to preserving charge neutrality of the films [244, 277]. In order
to account for these effects, Fe2+ cations at octahedral sites and Fe3+ cations at both tetrahedral
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and octahedral sites were assumed based on our previous XAS and XMCD results of CoFe2O4 [244]
and NiFe2O4 [278] thin films. The crystal fields were set to 1.15 eV for Fe2+oct, −0.5 eV for Fe3+tet , and
1.2 eV for Fe3+oct (high-spin state), which are in good accordance with values used in the literature
for both Fe3O4 [279,280] and CoFe2O4 [244]. The XA and XMCD spectra of our study with their
corresponding best fits are depicted in Fig. 7.6.

The analysis revealed for the Co1.1Fe1.9O4 film a cation distribution of[
Co2+0.25Fe

3+
0.73

]
A

[
Co2+0.80Fe
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and for the Co1.4Fe1.6O4 film a cation distribution of[
Co2+0.34Fe

3+
0.59

]
A

[
Co2+0.85Fe
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3+
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]
B
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with δ = 0.15± 0.25, which is in accordance with the value of δ calculated from relative intensity
ratios of the Co 2p, Fe 2p, and O 1s core-level spectra of the AR-HAXPES measurements [22]. We
like to point out that the values of the cation distribution have uncertainties of about 10%. For both
cation distributions, the stoichiometry determined from AR-HAXPES was taken into account. We
further point out that the cation distribution of the Co1.4Fe1.6O4 film includes both the CoxFe3−xO4

phase and the Co–Fe oxide phase, which were reported in reference [22]. As discussed earlier, we
expect that the effect due to the Co–Fe oxide phase is rather weak as the fraction of the ferrite phase
in the film is considerably preponderant. Additionally, because the XA and XMCD spectra were
fitted simultaneously and the crystallographic rock-salt phase should only contribute to the XAS
signal, it should be contained within the limits of this fitting approach. Therefore, the determined
cation distribution still mainly reflects the CoxFe3−xO4 phase. Consistently with our previous
assumptions, both CoxFe3−xO4 films exhibit small amounts of Fe2+ and Co3+ cations, though the
Co1.4Fe1.6O4 film has a considerably larger amount. Since Fe3+ and Co2+ cations in both films still
clearly predominate in terms of numbers, Fe2+ and Co3+ characteristic features do not contribute
significantly in the (AR-)HAXPES and XA spectra.

In addition, the exact number of holes [nh(Co
2+
oct) = 2.89, nh(Co

2+
tet) = 2.95,

nh(Co
3+
oct) = 3.83, nh(Fe

2+
oct) = 3.82, nh(Fe

3+
oct) = 4.89, and nh(Fe

3+
tet) = 4.88] of each film was

extracted from the CTM calculations. As a consequence, we correct the total Co and Fe moments
of the Co1.1Fe1.9O4 film to (1.37± 0.09) µB/Co ion and (0.72± 0.05) µB/Fe ion, respectively. For
the Co1.4Fe1.6O4 film, we obtain a corrected total Co moment of (0.90 ± 0.06) µB/Co ion and a
corrected total Fe moment of (0.74±0.04) µB/Fe ion. Considering the stoichiometry determined by
AR-HAXPES, we derive an overall magnetic moment of (2.88± 0.28) µB/f.u. for the Co1.1Fe1.9O4

film and (2.44± 0.23) µB/f.u. for the Co1.4Fe1.6O4 film at 300K.

Based solely on the cation distribution determined from the CTM calculations and the theoretical
spin moment of each individual cation, we obtain overall magnetic moments of (3.67±0.25) µB/f.u.
and (3.47 ± 0.25) µB/f.u. for the Co1.1Fe1.9O4 film and Co1.4Fe1.6O4 film, respectively. Since
these estimates do not take into account thermal effects such as thermal agitation, they are not
quite comparable with the experimentally derived values, and rather indicate the overall magnetic
moments of both films at absolute zero, considering pure spin magnetic moments.

7.3.4 SQUID

In order to study the integral magnetic properties of the formed cobalt ferrite films, complementary
SQUID measurements at 5K and 300K were carried out. The measured magnetization was con-
verted into the unit µB/f.u. for each magnetization curve. The external magnetic field was varied
from −5T to 5T. Figure 7.7 shows the respective magnetization curves for both samples.
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Fig. 7.7: SQUID measurements for the CoxFe3−xO4 film with x = 1.1 and x = 1.4 at (a) 5K and
(b) 300K. Dashed lines in (a) correspond to the values of the saturation magnetization Ms for bulk
CoFe2O4 [9] with complete inverse spinel structure, whereas dashed lines in (b) correspond to the overall
magnetic moments of both films as derived from the XMCD analysis.

The magnetization curves taken at 5K and 300K show the typical hysteresis loops for ferro-
/ferrimagnetic materials for each sample. For the CoxFe3−xO4 film with x = 1.1, the saturation
magnetization of (3.63± 0.20) µB/f.u. at 5K exceeds the theoretical value of 3 µB/f.u. of stoichio-
metric bulk CoFe2O4 [9] (dashed lines). Enhanced saturation magnetization was also reported for
thinner CoFe2O4 [254, 281] and NiFe2O4 [282, 283] films, and was attributed to a partial inverse
cation distribution with divalent cations occupying both octahedral B sites and tetrahedral A sites.
According to our CTM calculations of the XAS/XMCD measurements and the resulting overall
magnetic moments based solely on the determined cation distribution and the spin moment of each
individual cation, the enhanced saturation magnetization in our case can also be ascribed to the
partial inverse spinel structure.

For the CoxFe3−xO4 film with x = 1.4, the saturation magnetization of (3.18± 0.20) µB/f.u. at 5K
is lower compared to the CoxFe3−xO4 film with x = 1.1. It has been shown that the amount of Co
in CoxFe3−xO4 films strongly affects the net magnetization [239,240,266]. It was demonstrated that
for Co concentrations of 1 < x < 2, the saturation magnetization of the CoxFe3−xO4 films decreases
with increasing x [239,240]. The lower saturation magnetization with a higher concentration of Co
cations in the cobalt ferrite film was also found to be related to a partial inverse spinel structure
in combination with the presence of Co3+ cations at octahedral B sites in the low-spin state, both
of which are in accordance with our XAS/XMCD results. Since the spin-related magnetic moment
of Co3+ cations in its low-spin state is 0 µB/f.u. at octahedral B sites [cf. Fig. 7.5 (a)], an increase
in the amount of Co3+ at these lattice sites would consequently reduce the net magnetization.

Additionally, the magnetization curve for Co1.1Fe1.9O4 recorded at 5K exhibits a large jump in
the magnetization at low magnetic fields. A similar but weaker jump can also be seen for the
Co1.4Fe1.6O4 film. Similar observations have been reported in the literature for cobalt ferrite films
deposited on several substrates – e.g., MgO(001) or SrTiO3(001) [238, 254, 284–286] – and their
origins are still under discussion. Substrate induced strain effects [286], the presence of antiphase
boundaries [238], and a second magnetic phase [254,285] are commonly considered to be the reason
for this behavior of the magnetization.

One may assume that a very thin Fe3O4 interlayer between cobalt ferrite film and SrTiO3 substrate
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acts as a second magnetic phase, contributing also to the magnetization curves. Since the AR-
HAXPES results indicate a homogeneous distribution of both Fe and Co cations [22], a very thin
existing Fe3O4 film is unlikely but cannot be ruled out completely.

Furthermore, the crystallographic Co–Fe oxide rock-salt phase can be excluded as being respon-
sible for this behavior of the magnetization. Since this second crystallographic phase is present
exclusively in the Co1.4Fe1.6O4 film, the magnetization curve of the Co1.4Fe1.6O4 film should be the
most pinched, assuming the second crystallographic phase is the culprit. However, the contrary is
the case, and the magnetization curve of the Co1.1Fe1.9O4 film is instead more pinched, which just
does not contain this phase.

Rigato et al. [254] reported that a second ferrimagnetic phase, in their case, stemmed from the
existence of pyramidal-shaped cobalt ferrite hut clusters, emerging from the surface, which dominate
the magnetization curves more with decreasing film thickness of the cobalt ferrite film. According
to the AFM results of both samples studied here (cf. Fig. 7.3), it is possible that the jump in
the magnetic moment in Fig. 7.7 might also be attributed to this second magnetic phase due to
pyramidal hut clusters at the surface of the ferrite film. Due to an increased volume fraction of
the pyramidal-shaped cobalt ferrite hut clusters relative to the total film volume at lower film
thicknesses, the second phase has a stronger contribution to the magnetization curves compared to
cobalt ferrite films with higher film thicknesses (15% volume fraction for the Co1.1Fe1.9O4 film and
10% volume fraction for the Co1.4Fe1.6O4 film according to the AFM results). This may explain
that the jump of the magnetic moment for the Co1.1Fe1.9O4 film is more evident due to the larger
fraction of the second hut cluster phase at the surface of the ferrite film, which is in accordance
with the observations of Rigato et al. [254] and Coll et al. [238].

Compared to the saturation magnetization at 5K the saturation magnetization at 300K decreases
from (3.63 ± 0.20) µB/f.u. to (2.88 ± 0.20) µB/f.u. for the Co1.1Fe1.9O4 film and from (3.18 ±
0.20) µB/f.u. to (2.28 ± 0.20) µB/f.u. for the Co1.4Fe1.6O4 film. Both saturation magnetizations
at 300K are in good agreement with the overall magnetic moments derived from the XAS/XMCD
results also recorded at 300K, confirming our analysis based on the CTM model. Comparing also
the saturation magnetizations at 5K of both samples with the overall magnetic moments based on
the corresponding cation distribution and the theoretical spin moment of each cation species, the
latter is larger than the measured value for the Co1.4Fe1.6O4 film. The values of the Co1.1Fe1.9O4

film agree nicely here as well. The deviation of the Co1.4Fe1.6O4 film might very likely be related
to the Co–Fe oxide precipitates mentioned earlier. In order to match the total magnetic moment
of the film with the saturation magnetization of the SQUID results at 5K, roughly 8% of all Co2+

cations from the cation distribution need to be assigned to the Co–Fe oxide precipitates (a pure
CoO rock-salt phase was assumed for simplicity). This value is slightly smaller than obtained from
our consideration before, assuming that precipitates are build if the Co content exceeds x = 1.1.

Further, a temperature dependence of the saturation magnetization was also observed in other
studies of cobalt ferrite thin films [238,256,285], cobalt ferrite nanoparticles [287–289], and cobalt
ferrite single crystals [290]. In fact, the theoretical works of Bercoff and Bertorello [291] and Srivas-
tava et al. [292] also showed a decrease of the magnetization of CFO with increasing temperatures,
which is in accordance with the decrease in saturation magnetization of the CoxFe3−xO4 films pre-
sented in this case study. Consequently, we can most plausibly ascribe the decrease in saturation
magnetization as observed in our Co ferrite films to the general dependence of magnetization on
temperature.
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7.4 Conclusions

We prepared two Co-rich CoxFe3−xO4 ultrathin films with stoichiometries x = 1.1 and x = 1.4
by means of intermixing epitaxial CoO/Fe3O4 bilayers on Nb-doped SrTiO3(001) via RSPE [22].
We performed a comprehensive analysis of the electronic and magnetic properties, employing both
surface and bulk specific approaches. XAS and XMCD measurements across the Co L2,3 and
Fe L2,3 edges in combination with charge-transfer multiplet calculations revealed the presence of
Co3+ cations in the low-spin state at octahedral B sites and partial inverse spinel structures for
both samples. A higher amount of low-spin Co3+ cations was found for the CoxFe3−xO4 film with
higher Co content x, resulting in a decreased Co spin moment per ion and a lower overall magnetic
moment. The SQUID measurements revealed enhanced saturation magnetizations at 5K, which
can be explained by the partial inverse spinel structure. A second soft magnetic phase in the
magnetization loops might be explained by islands present on the surfaces of both samples, as
observed by AFM measurements.
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Abstract

CoxFe3−xO4 single thin films of high structural quality and with different Co content
(x = 0.6 − 1.2) have been prepared by reactive molecular beam epitaxy on MgO(001)
substrates. Their stoichiometry is confirmed by subsequent hard X-ray photoelectron
spectroscopy measurements, which also reveal increasing Fe3+/Fe2+ cation ratios for a
higher Co content. The film growth of each film is extensively monitored by means of
time-resolved (operando) specular X-ray diffraction measurements, demonstrating highly
crystalline ordering and smooth film interfaces for each film independent of the Co con-
tent. Furthermore, all CoxFe3−xO4 films exhibit enhanced compressive out-of-plane strain
for the early growth stages, which partly releases with increasing film thickness. Addi-
tionally, the CoxFe3−xO4 films with higher Co content show increasing vertical layer
distances but also slightly increasing film roughnesses, which is supported by surface
sensitive low-energy electron diffraction measurements on the final films. On the con-
trary, the substrate-film interface roughness decreases with increasing Co content, which
is confirmed by X-ray reflectivity measurements. Moreover, saturation magnetization
of these CoxFe3−xO4 films as observed by superconducting quantum interference device
measurements reduce significantly for higher Co contents.

8.1 Introduction

Among other transition metal (TM) ferrites, the TM ferrite CoFe2O4 (CFO, lattice constant aCFO =
8.392 Å) is a key material in the field of spintronics. Deposited on a substrate with different lattice
constant (heteroepitaxy), the strain induced by the lattice mismatch between the ferrite lattice and
the substrate lattice is quite capable of leaving a great impact on the electronic, structural and
magnetic properties of the ferrite film [254, 281, 293–295]. In particular, it has been reported
that the strain in thinner ferrite films can modify the cationic distribution on different lattice
sites [212], which in turn significantly affects, e.g., the electronic and magnetic properties of the
ferrite films [282, 293, 296]. Therefore, substrate-induced strain can be specifically used for strain-
engineering of ultrathin ferrite films to hugely improve the performance of ferrites for spintronic
applications such as, e.g., spin-filters, where highly spin-polarized electrons are generated due to
spin-dependent tunneling through ferrimagnetic barriers [9, 230, 297, 298]. However, in order to
tailor the properties of these ultrathin ferrite films using strain, it is important to know the details
of strain accumulation, especially during the very early stages of growth as well as strain relief
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during later growth stages [299]. Moreover, the initial growth stages as well as the interface of the
films are also crucial for the quality of devices based on spin Hall magnetoresistance [300].

Hence, this work focuses on time-resolved (operando) X-ray diffraction (XRD) [209,299] to study the
growth behavior and evolving strain of CoxFe3−xO4 thin films with varying Co content x = 0.6−1.2
and a final total film thickness of (30±2) nm prepared by reactive molecular beam epitaxy (RMBE).
The CoxFe3−xO4 films were grown on MgO(001) substrates (lattice constant aMgO = 4.212 Å) due
to the small lattice mismatch of about −0.37% (comparing two unit cells of MgO with a single
unit cell of CFO), which provides almost perfect growth conditions for CoxFe3−xO4 thin films on
these substrates.

In addition, for a more conclusive and comprehensive analysis, further structural characterization
by means of X-ray reflection (XRR) and low-energy electron diffraction (LEED) as well as electronic
and magnetic characterization by means of hard X-ray photoelectron spectroscopy (HAXPES) and
superconducting quantum interference device (SQUID), respectively, were performed.

8.2 Experimental details

Both the preparation and the in situ characterization of the CoxFe3−xO4 films were carried out in
an ultra high vacuum chamber with a base pressure of 1× 10−10 mbar at beamline I07 [301] of the
Diamond Light Source (DLS). Prior to film deposition, the MgO(001) substrates were cleaned at a
temperature of 400 ◦C in a diluted O2 atmosphere of 5×10−5mbar to remove unwanted adsorbates
(e.g. carbon) from the surfaces and to get well-defined surfaces [302]. Effectiveness of the cleaning
process was examined by LEED. The CoxFe3−xO4 films were grown by evaporation of metals from
pure Co and Fe rods in a diluted O2 atmosphere of 5× 10−6mbar, while keeping the substrates at
a temperature of 250 ◦C, which was demonstrated to ensure good growth conditions for Fe3O4 thin
films deposited on MgO(001) [194]. In order to steer the stoichiometry of the resulting CoxFe3−xO4

films, the Co flux was varied, whereas the Fe flux was kept constant. Additionally, one Fe3O4 film
(CoxFe3−xO4 with x = 0) was grown under same conditions for comparison.

During film growth, XRD measurements were carried out in specular (θ − 2θ) geometry close to
the (002) and (004) Bragg condition of MgO and CoxFe3−xO4, respectively, to monitor the growth
behavior of the ferrite films of different stoichiometry. Immediately after film deposition, LEED
measurements and XRR measurements were performed at room temperature to examine the surface
structure and crystallinity of the prepared CoxFe3−xO4 film surfaces and to determine their final
film thicknesses, respectively. For the XRD and XRR measurements, a photon energy of 21 keV
and a two-dimensional Pilatus 100K detector was used.

Using a photon energy of 6 keV, HAXPES experiments were conducted at beamline P22 [303]
of PETRA III at Deutsches Elektronen-Synchrotron (DESY) and at 7-ID [304] of the National
Synchrotron Light Source II (NSLS-II) to examine the electronic structure and to determine the
chemical composition of the CoxFe3−xO4 films, having finished film growth, by means of Co 2p,
Fe 2p, and O 1s core-level spectra. The spectra were calibrated according to the O 1s core-level at
530 eV [216,305]. The stoichiometry x of each film was determined by evaluating relative intensity
ratios of the Co 2p and Fe 2p spectra. The intensities were corrected by subtracting a Shirley
background and normalized to the corresponding photoionization cross-sections from Scofield [306]
as well as to the corresponding inelastic mean free paths calculated by the Tanuma, Powell, and
Penn formula (TPP-2M) [90]. In addition, the O content was obtained analogously by including
also the normalized intensities of the respective O 1s spectra in the relative intensity ratios. For
all films, the obtained O stoichiometries match with the expected O stoichiometry in CoxFe3−xO4,
indicating negligible anionic and/or cationic defects.
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The SQUID measurements were conducted at room temperature at the Diamond Light Source
(DLS) to probe the integral magnetic properties of the CoxFe3−xO4 films using a Quantum Design
MPMS system. The magnetization curves recorded from −5T to 5T were corrected with respect
to the diamagnetic background, originating from the MgO substrates as well as from the sample
holder.

8.3 Results and discussion

8.3.1 XRD

Fig. 8.1 shows the XRD scans along the (00L) rod and across the (002) Bragg reflection of MgO
during film deposition of the Co0.9Fe2.1O4 film, serving as a representative also for the other
CoxFe3−xO4 films (x = 0.6 and x = 1.2).

25

15

5

1.8 1.9 2 2.1 2.2

fi
lm

 t
h
ic

k
n
es

s
d

fi
lm

(n
m

)

in
te

n
si

ty
 (

ar
b
. 
u
n
it

s)

L [r. l. u. MgO(001)]

(002)
MgO

x = 0.9

(004)
CFO

Fig. 8.1: XRD scans in specu-
lar (θ − 2θ) geometry close to the
(002) Bragg peak of MgO. The (004)
Bragg peak of the Co0.9Fe2.1O4 film
evolves during film deposition. Clear
Laue oscillations are visible due
to homogeneous film thickness and
smooth interfaces.

The XRD scan of the pristine MgO(001) substrate shows exclusively a sharp and intense Bragg peak
located at L = 2 corresponding to the (002) Bragg reflection of MgO with rock-salt structure. After
the first few monolayers of Co0.9Fe2.1O4 (∼ 2 nm) are deposited on the MgO substrate, an initially
very broad additional Bragg reflection at slightly larger L values becomes apparent as a shoulder
of the (002) Bragg reflection of MgO. This can be ascribed to the increasing size of the (004) Bragg
reflection of Co0.9Fe2.1O4 due to its (inverse) spinel structure and vertical layer distance cvert smaller
than the MgO layer distance. With increasing coverage, the (004) Bragg reflection of Co0.9Fe2.1O4

gains intensity and the peak width decreases constantly since more material contributes to coherent
diffraction. Moreover, Laue fringes emerge due to the homogeneous and highly crystalline ordering
of the film, which is consistent for the whole growth process.

Each XRD scan has been analyzed in the framework of kinematical diffraction theory to determine
the vertical layer distance cvert. The temporal evolution of the vertical layer distance cvert is depicted
in Fig. 8.2 for each CoxFe3−xO4 film with x > 0 during film deposition.

The temporal evolution of the vertical layer distances cvert in Fig. 8.2 shows that they are smaller
than the layer distance c250CFO = 2.103 Å of bulk CFO at 250 ◦C considering thermal expansion [307]
for all CoxFe3−xO4 films during the entire growth process. As a consequence, each CoxFe3−xO4

film is vertically compressively strained from the very first growth stages. Generally, this kind of
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compressive strain in vertical direction is caused by lateral tensile strain, which can be expected,
e.g., considering lateral adaptation of the CoxFe3−xO4 unit cell to the slightly larger unit cell
of MgO(001) (pseudomorphic growth). The vertical induced strain ∆cvert/cvert caused by the
lateral distortion ∆alat of the CoxFe3−xO4 unit cells can be determined quantitatively according
to Hashimoto et al. [52] via

∆cvert
cvert

=
2ν

ν − 1

∆alat
alat

(8.1)

with the in-plane film lattice constant alat and ν = 0.367 as the Poisson ration of CFO [54].
Assuming indeed a complete lateral adaptation of the CoxFe3−xO4 lattice to the MgO(001) lattice
and taking also into account the thermal expansion of both materials [307, 308], a lateral strain
of ∆alat/a

250
CFO = 0.35% is expected, resulting in a vertical compressive strain of ∆cvert/c

250
CFO =

−0.41%.

The expected vertical compression of the films is observed during late stages of growth (film thick-
ness > 12 nm). For the early growth stages (dfilm < 12 nm), however, the CoxFe3−xO4 films show a
significantly larger vertical compressive strain. Quite similar behavior has recently been observed
in NixFe3−xO4 ultrathin films (0 ≤ x ≤ 1.5) [299] and has been attributed as an effect arising from
antiphase boundaries (APBs), which were reported to have a non-negligible influence on strain
itself [190,191]. APBs in the films lead to an increased lateral expansion and, consequently, to ad-
ditional compressive vertical strain [cf. Eq. (8.1)]. With increasing film coverage, the compressive
out-of-plane strain in each film diminishes constantly as the APB density decreases [192,193] until,
finally, only a constant residual strain of (−0.5 ± 0.1)% remains at >12 nm film thickness, which
is in accordance with the expected vertical strain assuming pseudomorphic growth.

Due to the small lattice mismatch, the incorporation of strain-releasing misfit dislocations in the
films would not be presumed to occur until a critical film thickness of ∼ 87 nm according to the
model of Matthews and Blakeslee [58] for stoichiometric CFO on MgO(001), which is well above
the thicknesses of all films prepared. Furthermore, we would like to point out that a tendential
lower vertical compressive strain is observed the higher the Co content x in the CoxFe3−xO4 films
is (cf. inset of Fig. 8.2).

Figure 8.3 presents the experimental XRD data for each CoxFe3−xO4 film recorded directly after
film growth. For comparison, XRD diffractograms calcuated via kinematial diffraction theory
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Fig. 8.3: XRD scans (dots) of
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recorded after deposition at 250 ◦C.
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are also shown, having optimized structural parameters as, e.g., vertical layer distance cvert as
well as roughnesses σXRD

f and σXRD
s/f of the film surface and substrate-film interface, respectively.

The calculated diffractograms agree well with the experimental data. The respective structural
parameters are shown in Table 8.1.

Tab. 8.1: Structural parameters of the prepared CoxFe3−xO4 films (x > 0). The final CoxFe3−xO4

film thickness dXRR
film has been determined by XRR, while the vertical layer distance cvert, the film surface

roughness σXRD
f , and the substrate-film interface roughness σXRD

s/f of each final CoxFe3−xO4 film were
determined from the XRD analysis based on kinematic diffraction theory.

x dXRR
film (nm) cvert (Å) σXRD

f (Å) σXRD
s/f (Å)

0.6 28.2 ± 0.2 2.090 ± 0.001 0.6 ± 0.2 7.1 ± 0.3

0.9 32.1 ± 0.2 2.092 ± 0.001 0.7 ± 0.2 6.7 ± 0.3

1.2 28.6 ± 0.2 2.095 ± 0.001 0.7 ± 0.2 6.3 ± 0.3

The (004) Bragg reflections of the CoxFe3−xO4 films shift closer to the (002) Bragg reflection of
MgO as the Co content increases, indicating a continuously increasing vertical layer distance with
increasing Co content. All films are nearly atomically flat as demonstrated from the well-developed
Laue fringes and deduced from the very small film surface roughnesses. Nevertheless, the roughness
of the substrate-film interface is slightly enhanced for lower Co content in the CoxFe3−xO4 films.

8.3.2 LEED

LEED images recorded at 150 eV electron energy directly after film growth are displayed for each
CoxFe3−xO4 film in Fig. 8.4. A typical LEED image of the pristine MgO(001) substrate after the
cleaning procedure is displayed as well.

The diffraction pattern of the cleaned MgO(001) substrate features a clear square (1 × 1) surface
unit cell (reciprocal unit vectors point in [110] and [1̄10] directions) with sharp reflections and low
background intensity, indicating a well-ordered and crystalline MgO(001) surface with low defect
density.
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unit cells.

For the CoxFe3−xO4 film with x = 0 (Fe3O4), the LEED pattern also shows a clear square fun-
damental (1× 1) surface unit cell (reciprocal unit vectors also point in [110] and [1̄10] directions),
which is approximately two times smaller than the surface unit cell of MgO(001) due to the almost
doubled size of the surface unit cell in real space. Additionally, a (

√
2×

√
2)R45◦ superstructure is

visible, which is typical for well-ordered Fe3O4 surfaces [18,309,310].

As the Co content x in the CoxFe3−xO4 films increases, the intensity of the (
√
2 ×

√
2)R45◦ su-

perstructure diffraction spots decreases until they vanish completely for x > 0.6. The diffraction
pattern of the fundamental (1× 1) structure, however, shows intense and sharp diffraction peaks.
Furthermore, a marginal increase of the background intensity with increasing Co content is ob-
servable, pointing to film surfaces with more defects for the CoxFe3−xO4 films with a higher Co
content. This is in accordance with the reported XRD results above (cf. film surface roughnesses
σXRD
f in Table 8.1).

8.3.3 XRR

The X-ray reflectivity scans of all CoxFe3−xO4 films recorded directly after film deposition are
depicted in Fig. 8.5 dependent on the vertical scattering vector q. Each reflectivity curve has been
analyzed according to the Parratt algorithm [128] and the Névot-Croce roughness model [130]. For
comparison, corresponding calculated reflectivity curves are shown in Fig. 8.5 as well. The fits
are based on a basic one-film-plus-substrate model, in which film thickness, interface roughnesses,
and refractive indices have been used as free fitting parameters. For the refractive index of the
substrate, literature values [311] were used, whereas for refractive indices of the the CoxFe3−xO4

films a deviation of ±5% from the literature value [311] of stoichiometric CoFe2O4 was allowed.

All reflectivity curves exhibit clear intensity oscillations (Kiessig-Fringes) due to interference of the
beams reflected from smooth film surface and substrate-film interfaces. In each reflectivity curve,
the intensity oscillations show only one periodicity, indicating the formation of single CoxFe3−xO4

films, which is in accordance with the assumed model. Moreover, the calculated reflectivity curves
agree well with the experimental data for all samples. This confirms the used model and the
formation of single CoxFe3−xO4 films.

In comparison to the CoxFe3−xO4 film with x = 0, the films with a Co content of x > 0 feature a
damping of the intensity oscillations due to an increased interface roughness σXRR

s/f between MgO
substrate and CoxFe3−xO4 film. This effect is somewhat more pronounced for the CoxFe3−xO4

films with less Co content (cf. inset Fig. 8.5), indicating a steadily rougher substrate-film interface
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the lower the amount of Co in the films, which is also confirmed by the XRD analysis based on
kinematic diffraction theory (cf. Table 8.1). Compared to XRD, XRR is more sensitive to interfacial
roughness, meaning the XRR roughness results will be more reliable. Overall, the surface and
interface roughnesses obtained from the fits of the XRR curves agree well with the corresponding
roughnesses derived from the kinematic diffraction theory simulations of the XRD measurements.

8.3.4 HAXPES

The Co 2p and Fe 2p core-level spectra of the HAXPES measurements of all prepared CoxFe3−xO4

films recorded after deposition are shown in Fig. 8.6. Both spectra show 2p1/2 and 2p3/2 photo-
electron peaks as a result of spin-orbit coupling.
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All Co 2p core-level spectra of the CoxFe3−xO4 films with x > 0 show two main peaks (Co 2p1/2 and
Co 2p3/2), which are located at binding energies of about 795.8 eV and 780.0 eV. Each main peak
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is accompanied by one (shake-up) satellite peak at ∼ 6 eV higher binding energies characteristic for
divalent Co cations [242,252,312]. The shape of the presented Co 2p spectra is therefore consistent
with Co2+ incorporated in ferrite films [242].

The Fe 2p core-level spectrum of the CoxFe3−xO4 film with x = 0 (magnetite) reveals two main
peaks of Fe 2p1/2 and Fe 2p3/2 at binding energies of about 723.8 eV and 710.3 eV, respectively.

The Fe 2p3/2 peak shows a shoulder at its lower binding energy side due to the presence of Fe2+

cations [313]. Furthermore, no apparent (charge-transfer) satellite can be observed between the
Fe 2p1/2 and Fe 2p3/2 peaks due to mixed Fe3+ and Fe2+ valence states as known well from
magnetite [216].

As the Co content in the CoxFe3−xO4 films increases (x > 0), both the Fe 2p1/2 peak and Fe 2p3/2
peak shift to higher binding energies. In addition, the Fe2+ related shoulder vanishes for higher
Co content and Fe3+ charge-transfer satellites at ∼ 719.0 eV and ∼ 733.0 eV arise, which become
more pronounced with increasing Co content. All three observations point to increasing Fe3+/Fe2+

ratios and are expected for cobalt ferrite films with increasing Co content [257].

8.3.5 SQUID
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Fig. 8.7 presents the room temperature SQUID magnetization curves of all CoxFe3−xO4 films. All
films feature the expected typical ferrimagnetic behavior. With a saturation magnetization of about
3.9 µB/f.u., the saturation magnetization of the Fe3O4 film (CoxFe3−xO4 with x = 0) coincides well
with its literature bulk value [9] considering experimental uncertainties. As the amount of Co in the
films increases, an almost linear decrease of the saturation magnetization is observed. Generally,
reducing of saturation magnetization with increasing Co content is expected due to the lower spin
magnetic moment of Co2+ (3 µB) compared to Fe2+ (4 µB) and assuming the same inversion
of the spinel crystal structure, where Co2+ cations replace only for Fe2+ cations on octahedral
sites (cf. dashed line in Fig. 8.7). However, the experimentally determined values drastically
undercut these expectations, which has also been reported before for CoxFe3−xO4 thin films on
MgO substrates [180, 242, 257, 314] and cannot be explained by the lower spin magnetic moment
of Co2+ cations alone. However, since the magnetite film does not exhibit such discrepancies, it is
reasonable to assume that the unanticipated strong decrease in saturation magnetization is mainly
due to the incorporation of Co cations and does not originate, e.g., from APBs, which can potentially
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be present in all CoxFe3−xO4 films, due to similar lattice mismatches with respect to the MgO(001)
substrates. For example, the observed decrease could be related to an altered magnetostriction of
the samples (magnetostriction constant λFe3O4 = −25 ppm for Fe3O4 [315] compared to λCFO =
−245 ppm for CoFe2O4 [315]), which in turn would also affect the magnetization [314].

8.4 Summary and conclusions

In summary, the growth behavior and evolving strain of CoxFe3−xO4 single thin films with sto-
ichiometries x = 0.6 − 1.2 grown on MgO(001) have been monitored by operando time-resolved
specular XRD measurements, which were analyzed using full kinematic diffraction theory. For
each film, highly crystalline ordering is observed throughout the whole film growth. However, up
to a film thickness of ∼ 12 nm, all CoxFe3−xO4 films exhibit enhanced vertical compressive strain,
which partly releases with increasing film thickness. The residual constant vertical strain for film
thicknesses above 12 nm is reconcilable with the model of pseudomorphic growth on MgO sub-
strates. Furthermore, the vertical layer distance of the CoxFe3−xO4 films increases with increasing
Co content, while all films exhibit overall very small surface roughnesses. Nevertheless, LEED
measurements point to a slight increase of surface defects with increasing Co content. In contrast
to this, the roughness of the substrate-film interface decreases for increasing Co content as indi-
cated by XRR measurements. HAXPES experiments confirm the underlying stoichiometry of the
CoxFe3−xO4 films and reveal a reduced amount of Fe2+ cations for higher x due to the expected
gradual replacement of Fe2+ by Co2+. As can be seen from the SQUID measurements, this cationic
replacement has a great impact on the magnetic properties of the films and leads to a significantly
reduced saturation magnetization.

Finally, considering the evolving strain of the different CoxFe3−xO4 films produced, our results
may open up new perspectives for strain engineering physical properties of ultrathin CoxFe3−xO4

films depending on the amounts of Co. Accurate knowledge of the strain accumulation in the films
provided here allows specific physical (magnetic or electronic) properties to be targeted to meet or
even surpass the criteria required for the films to be used in spintronics, e.g., as spin-filters.
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9 Summary and outlook

This work deals with the growth of some specially selected ferrites, namely magnetite and cobalt
ferrite, and their thorough structural, electronic, and magnetic characterization to further advance
their potential use in spintronic applications. With respect to the presented results, the work at
hand can be divided into four principle parts.

The first part is primarily concerned with the structural properties of epitaxially grown Fe3O4

films of different thicknesses grown on Nb-doped SrTiO3(001) substrates by RMBE (cf. Chap. 5).
The comprehensive structural characterization of the films is carried out by the complementary
characterization methods HRTEM, GIXRD, XRD, and LEED, while the film stoichiometries are
verified by (soft) XPS. It is found that each film is subject to strong compressive strain in the
vertical direction with simultaneous rather negligible tensile strain in the lateral direction. Here,
the formation of misfit dislocations at the atomically sharp and well-defined interface between
the film and substrate leads to an almost complete relaxation of the lateral film lattice constants
toward literature bulk value. The observed compressive strain in the vertical direction, however,
contradicts both the assumption of pseudomorphic growth and the expected strain associated with
the incorporation of dislocations. Further investigations need to be carried out with a larger number
of samples, whose film thicknesses span a much wider range, to find the definitive cause for this
behavior. In particular, in order to identify a possible influence of the interfacial dislocations,
sample thicknesses in the monolayer range are required that are below the critical thickness at
which dislocation incorporation begins.

In the second part, additional CoO films of different film thicknesses are deposited on top of such
Fe3O4/SrTiO3(001) heterostructures with the Fe3O4 film thickness kept constant (cf. Chap. 6).
Afterward, the effects of PDA on the bilayer stacks are studied in situ in a dilute molecular
oxygen atmosphere, aiming to demonstrate an improved synthesis technique for the formation of
CoFe2O4 films by thermally mediated interdiffusion without any residual CoO top layer. After
each PDA step, (soft) XPS, HAXPES, GIXRD, and XRD measurements are performed to monitor
the electronic and structural variations, indicating the onset of interdiffusion of both oxide films
for annealing temperatures exceeding 350 ◦C. As the annealing temperature increases, a gradual
replacement of Fe2+ cations by Co2+ cations is observed both in the near-surface regions and in
deeper layers accompanied by a transition from Fe2+ to Fe3+. These observations can be ascribed to
the successful formation of cobalt ferrite (CoxFe3−xO4) films. Both the PDA temperature required
for the full interdiffusion and the resulting stoichiometry x of the final CoxFe3−xO4 films are strongly
dependent on the initial CoO film thickness relative to the Fe3O4 film thickness, i.e., for a larger
initial CoO film thickness, a higher PDA temperature is required and larger will also be the Co
content in the film. Complete intermixing of the respective bilayer stacks as well as the formation
of single CoxFe3−xO4 films with stoichiometries x = 0.6− 1.4 and without additional CoO film on
top is confirmed by AR-HAXPES and XRR after the last PDA steps. Moreover, the final cobalt
ferrite films demonstrate high structural quality comparable with cobalt ferrite films prepared by
conventional film preparation methods. Additionally, they exhibit high compressive strain in the
vertical direction and high tensile strain in the lateral direction. Hence, the CoxFe3−xO4 films
produced show the same inverted behavior as Fe3O4 thin films directly grown on SrTiO3(001)
substrates, which therefore also needs further systematic investigation and elucidation. Regardless,
a secondary rock-salt phase of Co–Fe oxide precipitates is also observed along with the ferrite spinel
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phase in the Co1.4Fe1.6O4 film, which was prepared from the bilayer stack with the initially thickest
CoO film. This secondary phase is formed from a solid dispersion of FeO in CoO due to the initial
excess of CoO provided with respect to the Fe3O4 film and the formation of CoxFe3−xO4. The
Co–Fe oxide precipitates are arranged as columnar grown microstructures in the vertical direction.

The impact of the specific cationic ordering as well as this additional Co–Fe oxide phase on the
magnetic properties of the two Co-richest cobalt ferrite thin films (x = 1.1 and x = 1.4) prepared
by this novel synthesis technique is the subject of the next part (cf. Chap. 7). Therefore, XAS,
XMCD, and SQUID measurements are performed to examine the individual cationic moments and
the cation distribution, as well as to probe the integral magnetic properties of the (Co-rich) cobalt
ferrite films. The findings are supported by CTM calculations, showing excellent agreement with
the experimental data. Both cobalt ferrite films exhibit partially inverse spinel structure with
Co3+ cations in low-spin state on octahedral lattice sites. However, for the cobalt ferrite film
with higher Co content (x = 1.4), a drastically lower averaged magnetic moment of the Co ions is
obtained, resulting in an overall lower film magnetization. This can be attributed to a significantly
increased fraction of Co3+ cations being in the low-spin state in the (inverse) spinel crystal structure
in combination with the additionally observed Co–Fe oxide phase. Though, compared to the
reduction of magnetic moment per Co atom caused by the Co3+ cations, the effect due to the Co–
Fe oxide phase is expected to be much smaller and hence less significant. Furthermore, a second
soft (ferri)magnetic phase in the M vs H curves of the SQUID measurements is observed, which
is more pronounced for the Co1.1Fe1.9O4 film than it is for the Co1.4Fe1.6O4 film. It is suspected
that this soft (ferri)magnetic phase is related to cobalt ferrite islands at the surface, as suggested
by AFM measurements of the surface morphology of the films.

This alternative approach of preparing cobalt ferrite (ultra)thin films by solid-phase reactive epitaxy
of CoO/Fe3O4 bilayer stacks yields very promising results that compete very well with conventional
film preparation methods such as sputter deposition or reactive molecular beam epitaxy. However,
this method should be further applied also to the synthesis of other transition metal ferrites such as
MnFe2O4 and ZnFe2O4 to verify its general validity for the ferrite film preparation. Moreover, the
discovery of the second additional rock-salt phase, which is presumed to be antiferromagnetic just
below room temperature and paramagnetic at room temperature, in the otherwise ferrimagnetic
film could be of great interest to spintronics, where antiferromagnets are often used to pin the
magnetization of a ferro-/ferrimagnet. The lateral coexistence of both phases could unify AFM/FM
bilayers into one layer, where both magnetic phases are present. Therefore, future plans are to use
this novel synthesis technique to prepare even more Co-rich cobalt ferrite films in order to push
the formation of the second phase and to study its influence on the electronic and magnetic film
properties in more detail.

In the last part, single-phase CoxFe3−xO4 thin films of different stoichiometries x are grown epitax-
ially by RMBE on MgO(001) substrates to explore the growth behavior of these films in relation
to Co content when deposited on a substrate that inherently provides them with growth conditions
less favorable for defect formation compared to SrTiO3 substrates (cf. Chap. 8). The growth of
each film is monitored in situ and in real-time by (operando) specular XRD measurements during
the growth process. These measurements demonstrate the growth of highly crystalline ordered
cobalt ferrite films with smooth film interfaces independent of the film stoichiometry. Yet, with
increasing Co content, the surface roughness of the films increases slightly, while the roughness of
the substrate-film interface decreases, which is also confirmed by LEED and XRR. In addition, all
films up to a film thickness of about 12 nm show a significantly larger vertical compressive strain
compared to the expected strain when assuming pseudomorphic growth and taking into account
the corresponding bulk lattice constants. This effect is even more pronounced at thinner film thick-
nesses than it is at thicker ones and can be explained by an increased density of APBs, entailing an
enhanced lateral expansion of the film. For film thicknesses above 12 nm, the vertical compressive
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strain then agrees very well with the expected strain behavior, corresponding to the lateral adap-
tation of the films to the underlying substrate, due to the negligible effect of APBs for higher film
thicknesses. Furthermore, HAXPES measurements reveal a gradual substitution of Fe2+ cations
by Co2+ cations in the spinel crystal structure with increasing Co content, which is also consistent
with the anticipated behavior when film stoichiometry is progressively increased above x = 0. This
cationic replacement, in turn, has a noticeable effect on the magnetic properties of the films, such
that their saturation magnetization is greatly reduced, which might be related to altered film mag-
netostriction constants. The latter could be verified by additional magnetostriction measurements,
e.g., with a conventional strain gauge. Additionally, XAS/XMCD measurements are planned in
combination with CTM calculations and HRTEM measurements to correlate the obtained satu-
ration magnetizations of the films with their cationic distribution and to evaluate the density of
APBs in the films as they might also be responsible for the lower saturation magnetizations as
reported in the works of other research groups.

In conclusion, both conventional and rather non-conventional film preparation techniques were
successfully employed in this work to study high-quality ultrathin magnetite and cobalt ferrite
films. Using a multi-technique approach, comprehensive and valuable information on the respective
structural, chemical, electronic, and magnetic film properties could be gathered, leading to a rather
thorough and conclusive picture that is also well consistent with corresponding model calculations.
However, for these films to be considered at all for their application in spintronic devices, further
studies are required that shed light on the transport properties and, in the case of cobalt ferrite,
ensure its insulating character.
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”Cation- and lattice-site-selective magnetic depth profiles of ultrathin Fe3O4(001) films”
Physical Review B 102, 220411(R) (2020);
doi:10.1103/PhysRevB.102.220411

5. J. Thien, J. Bahlmann, A. Alexander, M. Hoppe, T. Pohlmann, K. Ruwisch, C. Meyer,
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J. Wollschläger, M. Veis, T. Kuschel, and J. Hamrle
”Quadratic magneto-optic Kerr effect spectroscopy of Fe epitaxial films on MgO(001) sub-
strates”
Physical Review B 100, 064403 (2019);
doi:10.1103/PhysRevB.100.064403

114

https://link.aps.org/doi/10.1103/PhysRevB.100.155418
https://doi.org/10.1039/C9RA03440D
https://doi.org/10.1103/PhysRevB.100.064403


Literature

[1] S. Bhatti, R. Sbiaa, A. Hirohata, H. Ohno, S. Fukami and S. N. Piramanayagam. “Spin-
tronics based random access memory: a review”. Mater. Today, 20, 530–548, 2017.
doi:10.1016/j.mattod.2017.07.007.

[2] S. A. Wolf, A. Y. Chtchelkanova and D. M. treger. “Spintronics - A retrospective and
perspective”. IBM J. Res. Dev., 50, 101–110, 2006. doi:10.1147/rd.501.0101.

[3] A. Hirohata, K. Yamada, Y. Nakatani, I.-L. Prejbeanu, B. Diény, P. Pirro and B. Hillebrands.
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[117] E. R. Wölfel. Die Beugung von Röntgenstrahlen an Kristallgittern (wellenkinematische Theo-
rie), pages 50–97. Vieweg+Teubner Verlag, Wiesbaden, third edition, 1987. doi:10.1007/978-
3-663-07787-9 3.
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[146] X. Zou, S. Hovmöller and P. Oleynikov. Electron Crystallography: Electron Mi-
croscopy and Electron Diffraction. Oxford University Press, Oxford, first edition, 2011.
doi:10.1093/acprof:oso/9780199580200.001.0001.

[147] H. Rose. “Outline of a spherically corrected semiaplanatic medium-voltage transmission
electron microscope”. Optik, 85, 19–24, 1990.

[148] M. Haider, H. Rose, S. Uhlemann, E. Schwan, B. Kabius and K. Urban. “A spherical-
aberration-corrected 200 kV transmission electron microscope”. Ultramicroscopy, 75, 53–60,
1998. doi:10.1016/S0304-3991(98)00048-5.

[149] M. H. F. Overwijk, A. J. Bleeker and A. Thust. “Correction of three-fold astigmatism
for ultra-high-resolution TEM”. Ultramicroscopy, 67, 163–170, 1997. doi:10.1016/S0304-
3991(96)00096-4.

[150] E. J. Kirkland. “Improved high resolution image processing of bright field electron micro-
graphs: I. Theory”. Ultramicroscopy, 15, 151–172, 1984. doi:10.1016/0304-3991(84)90037-8.

[151] P. Schiske. “Image reconstruction by means of focus series”. J. Microscopy, 207, 154–154,
2002. doi:https://doi.org/10.1046/j.1365-2818.2002.01042.x.
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tetrahedral and octahedral sites in ultrathin magnetite films grown on MgO(001)”. J. Appl.
Phys., 113, 184103, 2013. doi:10.1063/1.4803894.

[195] J. Thien. Bildung und Charakterisierung von Cobaltferritschichten durch Interdiffusion von
Cobaltoxid- und Magnetitschichten. Master’s thesis, Osnabrück University, 2017.

[196] J. Treacy. Synchrotron studies of TiO2 single crystal surfaces. Ph.D. thesis, Manchester
University, 2014.
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[199] F. Bertram. Röntgenstrukturanalyse von Oxidschichten. Master’s thesis, Osnabrück Univer-
sity, 2009.

[200] F. de Groot. “Multiplet effects in X-ray spectroscopy”. Coord. Chem. Rev., 249, 31–63, 2005.
doi:10.1016/j.ccr.2004.03.018.

[201] E. Stavitski and F. M. F. de Groot. “The CTM4XAS program for EELS and XAS
spectral shape analysis of transition metal L edges”. Micron, 41, 687–694, 2010.
doi:10.1016/j.micron.2010.06.005.

[202] G. van der Laan. “Theory of simple spectra”. J. Electron Spectrosc. Relat. Phenom., 86,
41–47, 1997. doi:10.1016/S0368-2048(97)00047-9.
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“Enhanced magnetization of ultrathin NiFe2O4 films on SrTiO3(001) related to
cation disorder and anomalous strain”. Phys. Rev. Mater., 4, 064404, 2020.
doi:10.1103/PhysRevMaterials.4.064404.

[213] E. Ferreiro-Vila, L. Iglesias, I. L. del Pozo, N. Varela-Dominguez, C. T. Bui, B. Rivas-
Murias, J. M. Vila-Fungueiriño, P. Jimenez-Cavero, C. Magen, L. Morellon, V. Pardo and
F. Rivadulla. “Apparent auxetic to non-auxetic crossover driven by Co2+ redistribution in
CoFe2O4 thin films”. Apl. Mater., 7, 031109, 2019. doi:10.1063/1.5087559.

[214] E. Martin, F. Roulland, S. Grenier, F. Appert, J. Juraszek, M. Trassin, C. Bouillet,
E. Chikoidze, C. Arnold, B. Berini, Y. Dumont, S. Colis, S. Barre, G. Versini, D. Preziosi,
C. Leuvrey, N. Blanc, N. Boudet, G. Pourroy, N. Viart and C. Lefèvre. “Non-auxetic/auxetic
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T. Kuschel, K. Kuepper and J. Wollschläger. “Impact of Strain and Morphology on Magnetic
Properties of Fe3O4/NiO Bilayers Grown on Nb:SrTiO3(001) and MgO(001)”. Materials, 11,
1122, 2018. doi:10.3390/ma11071122.

[216] T. Yamashita and P. Hayes. “Analysis of XPS spectra of Fe2+ and Fe2+ ions in oxide
materials”. Appl. Surf. Sci., 254, 2441–2449, 2008. doi:10.1016/j.apsusc.2007.09.063.

[217] T. Fujii, F. M. F. de Groot, G. A. Sawatzky, F. C. Voogt, T. Hibma and K. Okada. “In situ
XPS analysis of various iron oxide films grown by NO2-assisted molecular-beam epitaxy”.
Phys. Rev. B, 59, 3195–3202, 1999. doi:10.1103/PhysRevB.59.3195.

[218] S. A. Chambers and S. A. Joyce. “Surface termination, composition and reconstruction
of Fe3O4(001) and γ-Fe2O3(001)”. Surf. Sci., 420, 111–122, 1999. doi:10.1016/S0039-
6028(98)00657-8.

[219] Y. J. Kim, Y. Gao and S. A. Chambers. “Selective growth and characterization of pure,
epitaxial α-Fe2O3(0001) and Fe3O4(001) films by plasma-assisted molecular beam epitaxy”.
Surf. Sci., 371, 358–370, 1997. doi:10.1016/S0039-6028(96)00999-5.

[220] Y. Gao and S. A. Chambers. “Heteroepitaxial growth of α-Fe2O3, γ-Fe2O3 and Fe3O4 thin
films by oxygen-plasma-assisted molecular beam epitaxy”. J. Cryst. Growth, 174, 446–454,
1997. doi:10.1016/S0022-0248(96)01141-4.

[221] T. E. Mitchell, L. Hwang and A. H. Heuer. “Deformation in spinel”. J. Mater. Sci., 11,
264–272, 1976. doi:10.1007/BF00551437.

[222] Q.-X. Zhu, M. Zheng, M.-M. Yang, R.-K. Zheng, Y. Wang, X.-M. Li and X. Shi. “Interface
correlated exchange bias effect in epitaxial Fe3O4 thin films grown on SrTiO3 substrates”.
Appl. Phys. Lett., 105, 241604, 2014. doi:10.1063/1.4904471.

[223] F. Bertram, C. Deiter, O. Hoefert, T. Schemme, F. Timmer, M. Suendorf, B. Zimmermann
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für mich erledigt haben.

Und ganz besonders bedanke ich mich noch bei meinen Freunden für die tolle Ablenkung, wenn ich
mal etwas Abstand von der Uni brauchte.

Vor allem aber danke ich von ganzem Herzen meinem Vater und meiner Mutter, meinem Bruder
Joscha und meiner Freundin Toni für eure unerschöpfliche Geduld mit mir, eure unersetzliche
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