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ñLife is the mode of existence of protein bodies, the 

essential element of which consists in continual metabolic 

interchange with the natural environment outside them, and 

which ceases with the cessation of this metabolism, bringing 

about the decomposition of the protein.ò 

Frederick Engels, ñDialectics of Natureò, 1883 
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1. Introduction  

 

The elemental composition of living cells is very similar across different tissues and species 

but differs drastically from the elemental composition of their usual habitats [1, 2]. The presence 

of particular elements in the living cells is determined by their physicochemical properties. Life, 

as we know it, rests on the construction of polymers, so the cells are composed primarily of atoms 

that form stable covalent bonds at temperatures that occur on Earth. Polymers composed of carbon, 

nitrogen, and oxygen are accompanied by ions that participate in the management of electric 

charges and redox states in the cell [3]. Phosphate-containing molecules are universally used as an 

energy depot due to their ability to form stable high-energy bonds, hydrolysis of which can be 

triggered by proteins [4]. Finally, sulfur atoms are also widespread in cellular molecules owing to 

their abundance on Earth and ability to act as potent electron transfer carriers [5]. 

The abundant presence of negatively charged molecules (particularly with carboxyl and 

phosphate groups) in cells demands positively charged groups or ions to balance the overall charge 

of the cytoplasm. In extant living cells, this role is primarily fulfilled by potassium ions. 

Omnipresent divalent metal cations are primarily designated to more chemically specific roles: 

Mg2+ often acts as a co-factor in reactions involving nucleotides, Zn2+ - as a co-factor in many 

enzymes and regulatory proteins, transition metals (Fe2+, Mn2+, and Ni2+) are crucial for many 

redox reactions [6]. K+ and Na+ ions serve as cofactors for several enzymes as well, but despite 

their chemical similarities and omnipresence in living organisms, all cells maintain a high 

concentration of K+ inside the cytoplasm, while Na+ ions are continuously expelled into the cell 

bathing fluids (see [7, 8] and references therein). This is especially puzzling since Na+ ions are 

much more abundant than K+ ions in most aquatic environments and on Earth in general [2]. 

Specific preference of cells for K+ over Na+ was ascertained as early as 1926, when Archibald 

Macallum noted that while there are similarities in the total ion concentrations between cellular 

fluids and the sea water, concentrations of the specific ions differ between the cell cytosol and 

outside fluids, such as sea water or organismal fluids (e.g. blood and lymph) [2].  

Thus, most cells maintain a concentration of the K+ ions higher than 100 mM, all while the 

surrounding media has a similar or higher concentration of Na+ ions [2]. Both cations leak through 

the membrane into the cell owing to the negative charge of the cytoplasm as compared to the 

extracellular phase, but larger K+ ions have lower desolvation penalty so they leak faster. Thus, 

the cell can maintain the K+/Na+ disequilibrium by just actively and selectively expelling Na+ ions 

out of the cell [9]. This process must be performed by transporters that can provide enough energy 

to push the ion against concentration gradients and can discriminate between K+ and Na+ ions. The 
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average cell spends up to half of all the energy it generates on maintaining concentration gradients 

of the monovalent cations [10]. 

Potassium involvement in the translation system is often credited as one of the main 

reasons for a cell to accumulate these cations [7]. In addition to the translation, many other cellular 

processes require monovalent cations and exhibit a strong preference for K+ and NH4
+ ions over 

Na+ ions. One of such processes in the protein folding, as GroEL/GroES complex and Hsc70 

complex, both require K+ ions [11, 12]. In the case of GeoEL/GroES K+ ions can be partially 

substituted by NH4
+ and Rb+, but smaller ions such as Na+ and Li+ are inactive [11]. Another key 

K+-dependent process is splicing, which again, goes much faster in the presence of larger cations 

than in the presence of smaller cations [13]. The innate demand for K+ ions of major cellular 

processes dictates the accumulation of K+ ions in the cell and the expulsion of Na+ ions to the 

outside medium. 

Translation is performed by a ribosome, a ubiquitous large RNA-containing 

multimolecular assembly that requires specific metal cations to uphold its structure and to support 

its functions. Both K+ and Mg2+ ions contribute to the stability and function of the ribosome, as 

well as other RNA structures (see [14] and references therein). The significant difference in 

physical properties of K+ and Mg2+ ions precludes competition between them and together the two 

metals exhibit a more pronounced synergistic effect on the RNA stability and activity [15]. 

Potassium ions bind to ribosomal RNA at specific positions, although only a few of such binding 

sites have been determined with certainty [14]. The peptidyl transfer center (PTC) of the ribosome, 

where the formation of peptide bonds occurs certainly requires potassium. A recent study 

attributed 7 K+ ions to the PTC inner shell and 23 more to the surrounding region [14]. 

Furthermore, two K+ ions play important role in conformational rearrangements of the decoding 

center associated with the binding of tRNA [14].  

The translation machinery requires the energy of GTP hydrolysis not only for the protein 

synthesis itself, but also to support and control accompanying processes, such as ribosome 

assembly and construction of aminoacyl-tRNAs. GTP hydrolysis for such needs is performed by 

various GTPases, many of which were shown to be K+-dependent. One such case is the GTPase 

MnmE, which contributes modifications to certain tRNA molecules [16]. Potassium dependence 

was shown also for many GTPases associated with ribosome assembly and maintenance, such as 

Era, Nug1, RbgA, and others [17]. Furthermore, translation factors, which are directly involved in 

the translation also show increased activity when K+ ions are present, even when the ribosome is 

absent [18-21]. The majority of these proteins are ubiquitous across all species [22, 23]. 
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Translation factors, as well as other GTPases catering for the ribosomal machinery, belong 

to a large superfamily of P-loop (phosphate-binding loop) nucleotide triphosphatases (NTPases) 

[24]. Proteins of this superfamily catalyze ATP and GTP hydrolysis to fuel multiple processes in 

the cell and can amount to 18% of all cellular gene products [24-26]. The catalytic activity of P-

loop NTPases usually requires an introduction of an activating Lys or Arg residue, which is 

inserted into the active site by another protein, adjacent monomer in the oligomer, or a different 

domain of the same protein [27]. In K+-dependent P-loop NTPases, the activating K+ ion is located 

similarly to the positively charged side-chain nitrogen of the Arg/Lys finger [28, 29]. Notably, in 

most K+-dependent P-loop NTPases NH4
+ ions can functionally replace K+ ions, but Na+ ions 

cannot [18, 28, 30-40]. Furthermore, the processing of the phosphoanhydride bonds in the absence 

of any enzymes also has a preference for larger ions, such as K+, Rb+, and NH4
+ over smaller ions, 

such as Na+ and Li+ [41]. This suggests that the cation size determines, in some way, how 

monovalent cations interact with the phosphate chain and facilitate its hydrolysis.  

In this work, a combination of molecular modeling and evolutionary approaches is used to 

address the NTP hydrolysis catalyzed by monovalent cations and by the P-loop NTPases. First, 

the distinctive effect of cations on the NTP hydrolysis is investigated by molecular dynamics (MD) 

simulations of ATP and GTP in the water in the presence of different monovalent cations, and in 

the absence of them. Second, two cases of the key K+-dependent proteins are also investigated by 

MD simulations: tRNA modification GTPase MnmE and the translation factor EF-Tu, 

accompanied by comparative structure analysis of several other P-loop proteins. Further, the 

mechanism of NTP hydrolysis with the participation of cations is used as a template to assess the 

common features of the catalytic mechanism across all classes of P-loop proteins, using both 

comparative analysis of particular representative structures and statistical survey of all available 

structures.  

Since cells use energy to expel Na+ ions and maintain their concentration gradient, these 

ions contribute strongly to the electrochemical potential across the cell membrane. The gradient 

of Na+ ions can be used as an energy source in different processes (see [9] and references therein). 

Particularly, a plethora of so-called ñsecondary transportersò facilitate translocation of substrates 

across the membrane by utilizing the energy of Na+ gradient [42]. 

Extracellular sodium ions are known to bind to the eukaryotic G protein-coupled receptors 

(GPCR), particularly of class A [43]. These proteins govern a plethora of cellular processes by 

triggering the appropriate response to various signaling molecules. It was suggested, that upon 

activation of the receptor, the Na+ ion could be transported into the cytoplasm by membrane 

potential, thus fueling the necessary conformational changes [43]. Here, Na+-binding in class A 



  6  

 

GPCRs are examined using the evolutionary biochemistry approach. Available structures of the 

GPCRs in the Na+-bound state were compared with the recently resolved structures of Na-pumping 

microbial rhodopsins, revealing the shared origin of the two superfamilies and common features 

in their activation-associated conformational changes. The suggested ability of GPCRs to 

translocate Na+ ions is supported by further similarities with other heptahelical proteins, 

transporting ions across the membrane. The ability of GPCRs to translocate Na+ and subsequent 

dependence of the receptor activity on the membrane voltage is further explored by activation 

modeling and comparative structure and sequence analysis of class A GPCRs. 
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2. Methodology of the Evolutionary Biophysics Approach  

 

This chapter describes the strategy behind the combination of computational biology and 

bioinformatic methods applied here towards understanding the fundamental mechanisms 

employed in P-loop containing nucleoside triphosphatases (P-loop NTPases) and G-protein 

coupled receptors (GPCRs).  

While all organisms function in accordance with the laws of molecular biochemistry, they 

are also subjects to the laws of evolution. Advances in genomics, protein sequence analysis, and 

protein structure determination lead to the emergence of evolutionary genomics (phylogenomics) 

and provided enormous insights into the evolution and structure-function relationships in proteins. 

Comparative analysis of protein sequences and structures can be used to reveal two types of 

information. First, it brings forward conserved residues and structure elements in proteins. 

Features, conserved within entire (super)families of proteins are likely to be crucial for the general 

structure or function, attributed to that (super)family; and are usually considered to be inherited by 

the proteins from their common ancestor. Second, comparative analysis of protein (super)families 

can reveal features that are conserved only within particular subfamilies or subgroups of proteins 

within one large (super)family. Such features are likely to be associated with more specific 

functions, underlying the functional diversity of protein families within larger groups. Positions in 

the protein sequence that exhibit such subgroup-specific conservation must be functionally 

relevant, as follows from their partial conservation, but not crucial for the main protein function, 

as follows from their variability between the subgroups. In this work, comparative structure 

analysis and phylogenomics were applied to both P-loop NTPases and GPCRs. 

Advances in X-Ray crystallography, nuclear magnetic resonance spectroscopy (NMR), 

and cryogenic electron microscopy (Cryo-EM) have made available a plethora of 3D structures of 

diverse protein and protein complexes. The abundance of experimental structures of different 

proteins within a particular (super)family makes it possible to identify universal features, common 

for all proteins in this group. The task of retrieving and analyzing great volumes of data from 

biological databases is a central component of bioinformatics. For instance, over 7000 structures 

in the Protein Data Bank depict proteins, containing P-loop domains. Comparative analysis of such 

volume of data is only possible with a systematic automated approach, fulfilled by bioinformatics 

tools. However, the design of the protocol for such an approach and interpretation of the resulting 

data is only possible after manual inspection of a smaller representative set of structures. Together, 

manual inspection and automatic survey of all available structures reveal features that are 

ubiquitous and/or conserved among all P-loop proteins, thus establishing the fundamental basic 
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mechanism of NTP hydrolysis in those proteins. For the GPCRs, only 218 experimental structures 

are available, which is still an impressive number for membrane proteins that are notoriously hard 

to crystallize. Since the majority of those structures contain mutated proteins and cover proteins 

with very high sequence similarity, manual analysis of all relevant structures was possible. 

Living cells are comprised of a diverse range of complex and simple molecules involved 

in intricate interactions with each other. When such molecules are isolated and examined 

individually, they conform to all the physical and chemical laws that describe the behavior of an 

inanimate matter, as do all the processes occurring in living organisms. Thus, the very nature of 

life itself is a complex network of interactions between molecules that obey the physical and 

chemical laws that govern the universe in general. It may seem that any process in the living cell 

can be described with a series of equations, corresponding to the appropriate laws of physics and 

chemistry. And indeed, in many cases, it is so. One of such cases is the method of molecular 

dynamics (MD) simulations. It applies the basic laws of Newtonian physics and structural 

biochemistry to describe the structure and physical movements of atoms and molecules. When 

applied to biological molecules, MD simulations describe internal motions and resulting 

conformational changes within such molecules, as well as interactions between them, providing 

insight into various biomolecular mechanisms. Such analysis, however, is only possible when 

experimental structures can provide a reliable starting point for the simulations. Availability and 

quality of crystal structures almost always inform the choices of the specific objects for the MD 

simulations. 

In this work, MD simulations were applied to two types of systems: small molecules in 

water and proteins in complex with other molecules. First, MD simulations of the ATP and GTP 

molecules in water were performed, in the presence of different monovalent cations. These 

simulations reveal the effect those cations had on the phosphate chain shape of the ATP and GTP 

molecules, contributing to the explanation of the effect different monovalent cations have on the 

NTP hydrolysis in water. Second, MD simulations were performed for two cation-dependent 

GTPases MnmE and EF-Tu. Comparative analysis of conformations attained by the GTP 

molecules bound to the proteins in the presence and the absence of cations pointed at the particular 

role that cations play in the NTP hydrolysis in such proteins. These findings, however, only 

describe corresponding particular cases, and while they provide an insight into the mechanism 

underlying NTP hydrolysis, general claims could not be made based on those results alone. 

Described here combination of the physicochemical methods, bioinformatic tools, and 

phylogenetic analysis comprises the evolutionary biophysics approach to the study of protein 

(super)families. Investigation of the proteins (super)families with this approach provides a deep 
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understanding of the respective molecular mechanisms together with the context of their 

emergence and evolution.  

 

2.1. Molecular Dynamics Simulations  

2.1.1. Principles of Molecular Dynamics Simulations  

 

Computer simulations are carried out in the hope of understanding the properties of 

biomolecules and their assemblies, particularly in terms of their structure and the microscopic 

interactions between them. Molecular dynamics (MD) simulations and molecular modeling are 

essential research instruments in biochemistry and cell biology that complement experimental 

data, guide rational approaches in the design of experiments, provide access to complex data and 

models, and yield an atomic level understanding of cellular processes. MD is a method of computer 

simulation for studying the physical movements of atoms and molecules and their behavior in 

time.  

The method of molecular dynamics simulations was first used by Alder and Wainwright in 

the late 1950s [44, 45] to study the interaction between solid particles, which resembled the 

behavior of simple liquids. The next milestone in MD development was 1964 when Rahman 

carried out the first simulation of liquid argon [46]. The first realistic system simulation was done 

by Rahman and Stillinger in their simulation of liquid water in 1974 [47]. The first protein 

simulations appeared in 1977 for the bovine pancreatic trypsin inhibitor [48]. The latest advances 

in MD simulation methods that combine molecular-mechanics and quantum mechanics methods 

were awarded the Nobel prize in chemistry in 2013 which was granted jointly to Martin Karplus, 

Michael Levitt, and Arieh Warshel "for the development of multiscale models for complex 

chemical systems". 

Today one routinely finds in the literature molecular dynamics simulations of solvated 

proteins, protein-DNA complexes as well as lipid systems addressing a variety of issues including 

the thermodynamics of ligand binding and the folding of small proteins. The number of simulation 

techniques has greatly expanded, and many specialized techniques aimed at particular problems 

are available now. Molecular dynamics simulation techniques are widely used to accompany 

experimental procedures such as X-ray crystallography and NMR structure determination. 

During MD simulation the atoms and molecules are allowed to interact for a fixed period 

of time, giving a view of the dynamical evolution of the system. In the most common version, the 
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trajectories of atoms and molecules are determined by numerically solving Newton's equations of 

motion for the system of interacting particles, where forces between the particles and their potential 

energies are calculated using molecular mechanics force fields.  

In MD simulations Newtonôs equations of motion are solved for a system of N atoms: 

(2.1.1)   Ὂ ά ȟὭ ρȣὔ 

The forces are obtained from a potential function as the negative derivatives: 

(2.1.2)    Ὂ  

Newtonôs second law of motion describes the acceleration of a particle i of mass mi along 

a coordinate ri. The force Fi acting upon particle i depends on the positions of all other particles in 

the system which makes the potential energy surface extremely complex and impedes direct 

integration. Instead, tedious numerical integrations in small time steps are needed, making MD 

simulations computationally costly.  

The forcefield for MD simulations includes the potential energy function equation and all 

constants in that equation which describe a set of standard biological molecules (e.g. all standard 

amino acids, solvent molecules, membrane lipids, etc.). The potential function connects the atomic 

coordinates of a system to the potential energy. While a single particular structure refers to one 

configuration in the conformational space of the system, the potential function gives a complete 

description of the entire potential energy surface. The potential function consists of two 

components, the Bonded terms and the Non-bonded terms (eq. 2.1.3, Figure 2.1.1). Bonded terms 

are those describing bond, angle, and dihedral interactions, while Non-bonded terms account for 

distant interactions and describe electrostatic and Van der Waals interactions.  

(2.1.3) 

ὠὶ Ὧ ὦ ὦ  Ὧ — —  Ὧ ρ ÃÏÓὲ• •  

 

Ὧ ‪ ‪ τ‐
„

ὶ

„

ὶ

ρ

τ“‐

ήή

ὶ
 

 ȟ
 

 ȟ

 

 

These equations are solved simultaneously with small (on the femtosecond scale) time 

steps. This process is repeated to describe the system for some time, provided that the pressure and 

temperature remain at the pre-set values, and the coordinates are saved to an output file at regular 

time intervals. The main result of the MD simulation is the trajectory - the set of coordinates as a 

function of time. Provided the system was at equilibrium, the resulting set of coordinates (the 
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trajectory) represents the ensemble of conformations, attained by the system (e.g. by a protein in 

a solution).  

 

Figure 2.1.1 Interactions and forces are taken into account in MD simulations calculations. The 

total potential energy of any molecule is the sum of simple allowing for bond stretching, bond 

angle bending, bond twisting, van der Waals interactions, and electrostatics. Many properties of a 

biomolecule can be simulated with such an empirical energy function. 
 

Forcefields provide the means for calculating forces during MD. They are not rigid within 

the simulation method and the parameters can be modified to include new data or adapt to a 

specific system or task. Still, the incorporation of particular forcefields in the MD software is 

subject to limitations. In this study, the CHARMM force field [49] that is incorporated in 

GROMACS [50] software was used. In version 5.0.15 used here, the force field does not contain 

fine-tuning of bonded interactions, cannot incorporate polarizabilities, and is pair-additive (except 

for the long-range Coulomb forces). The number of atoms in the system and the topology (the 

connectivity between atoms and partial charges) remains unchanged all the time during energy 

minimization and classical MD simulation. 

Before the MD simulation, the object of interest structure must be prepared in the following 

manner: 3D structure of a molecule(s) under investigation is put in the simulation box providing 

at least 10Å between the molecule of interest and the edges of the box. This construct is referred 

to as a unit cell. Since the system size is usually small relative to realistic systems, atoms of the 

system will have a lot of undesired boundaries with the environment (vacuum). This must be 

avoided in the simulation of a bulk system. To avoid real phase boundaries periodic boundary 

conditions were applied. Periodic boundary conditions (PBCs) are typically applied to the 

simulation box during MD to approximate a large system (realistic solution in case of biological 
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objects) by using a small part ï a unit cell. When a molecule passes through one side of the unit 

cell, it re-appears on the opposite side with the same velocity. During the simulation, only the 

properties of the original simulation box need to be recorded and propagated. These conditions 

allow fast simulations since only a small area of solution around the molecule of interest has to be 

calculated, instead of realistic volumes of solution. 

The unit cell containing molecule(s) of interest is then filled with water molecules (this 

procedure is called the solvation of the system). Water molecules are placed everywhere in the 

unit cell except for areas already taken by some atoms. To create realistic water molecule 

placement additional procedures will be taken at later stages of the simulation. At the next step, 

some water molecules are replaced by ions, most often Na+ and/or Cl-. Ionization of the system is 

done to create a realistic concentration of salt in the system and different amounts of cations and 

anions are added to compensate for the existing charge of the system. The neutral total charge of 

the system is a crucial requirement for MD simulations. 

Prepared in the described manner system is then followed to the energy minimization (EM) 

procedure, and then for the MD simulation itself. The initial conformation of the system before 

the MD can contain unnatural geometries, for example, as a result of manual structure editing, 

crystallization artifacts, automatic solvation, etc., thus the energy minimization (EM) is usually 

the first step preceding the MD simulation. 

GROMACS [50] software provides a simple form of local energy minimization, the 

steepest descent method. For biologically relevant systems the potential energy function is a 

complex landscape (or hyper surface) in numerous dimensions. In addition to the one global 

minimum, a large number of local minima are usually present, where all derivatives of the potential 

energy function with respect to the coordinates are zero and all second derivatives are nonnegative. 

Given a starting configuration, it is possible to find the nearest local minimum. Nearest here does 

not necessarily mean nearest in geometrical terms (i.e., the least sum of square coordinate 

differences), but the minimum that can be arrived at by systematically following the steepest local 

gradient. 

The steepest descent method uses derivative information. As in MD programs the partial 

derivatives of the potential energy can be calculated with respect to all coordinates this method is 

very popular. This algorithm repeatedly shifts the system coordinates following the direction of 

the negative gradient, ignoring the history of previous steps. The step size can be adjusted so that 

the search goes faster but the downhill motion is guaranteed. This is a reliable, but somewhat blunt, 

method: the convergence can be rather slow, especially near the local minimum. 
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Before the first step of the simulation proper, the size and shape (usually a box) of the 

simulation cell have to be defined, and the coordinates and velocities of all atoms in the system 

have to be set. The box size is determined simply by the three basis vectors. Unless the simulation 

is a continuation of a previous run, it starts at t = t0, and the coordinates at t = t0 have to be 

determined by the user. Then the leap-frog algorithm is used to propagate the time step with æt 

which means that the velocities at t = t0 īæt/2 also have to be established. Velocities could be 

available from previous simulations, but if not, the initial atomic velocities vi, i = 1 . . . 3N are 

generated with a Maxwellian distribution at a set temperature T: 

(2.1.4)   ὴὺ Ὡ , 

where k is Boltzmannôs constant. This is done by generating normally distributed random numbers, 

which are then multiplied by the standard deviation of the velocity distribution ὯὝάϳ . The 

resulting total energy will not correspond precisely to the set temperature T, so a correction must 

be made by, first, removing the center-of-mass motion, and, second, scaling all velocities until the 

total energy corresponds precisely to T. 

After that following steps of the MD can be calculated. At every step, forces acting on each 

atom are calculated from the forcefield, which provides new coordinates that each atom will take 

after a time step. At certain intervals, the geometry of the system is written to the trajectory file, 

which is analyzed as a main result of the MD simulation. The general scheme for the MD algorithm 

(often called ñthe integratorò) is given in Figure 2.1.2. The main result of the MD simulation study 

is a trajectory ï a set of consecutive ñframesò, conformations of the system written with a certain 

timestep. Before doing any analysis procedures simulation results (particularly the trajectory) were 

inspected manually using VMD [51].  

Some pre-processing of the trajectory files is often required to speed up the analysis. This 

includes such procedures as merging several files into one, reassigning the center of coordinates 

and/or unit cell walls positions to prevent ñjumpsò of molecules between periodic cells and to fix 

molecules broken by cell walls, removal of water molecules in some cases to decrease the size of 

the files and provide faster analysis. All manipulations with trajectories were done using VMD 

[51]. 
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Figure 2.1.2. The global MD algorithm. Figure from GROMACS [50] User Guide. 

 

To estimate the overall flexibility of the system and/or its parts the root mean square 

fluctuation (RMSF) analysis is performed. The RMSF is a measure of the deviation between the 

position of particle i and some reference position: 

(2.1.5)   ὙὓὛὊ В ὶὸ ὶ
Ⱦ

, 

where T is the time over which one wants to average and ri
ref refers to the reference position of 

particle i. Typically this reference position will be the time-averaged position of the same particle 

i. For comparison of particular structures, the root mean square deviation (RMSD) can be also 

applied. The difference between RMSD and RMSF is that the RMSF is averaged over time, giving 

a value for each particle i. For the RMSD the average is taken over the particles, giving time-

specific values. RMSF analysis was performed with the corresponding plug-ins for VMD [51]. 

Interaction between small molecules in solution can be evaluated using radial distribution 

function (RDF). The RDF is an example of a pair correlation function, which describes how (on 

average) the atoms in a system are packed around each other. This proves to be a particularly 
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effective way of describing the average structure of disordered molecular systems such as water 

solutions. For example, in a simulation of a mixture of two components A and B, the radial 

distribution function gAB(r) would be calculated as follows: 

(2.1.6)   τ“ὶὫ ὶ ὠВ В ὖὶᶰᶰ  , 

where V is the volume and P(r) is the probability of finding an atom B at the distance r from an 

atom A. In any system, two groups of atoms A and B can be defined by a user by assigning 

particular atoms by their numbers to each group. The RDF is usually plotted as a function of the 

interatomic distance r. A typical RDF plot shows several important features. First, at short 

distances, the RDF is zero. This indicates the effective width of the atoms since they cannot 

approach any more closely. Second, one or more obvious peaks can appear, which indicates that 

the atoms pack around each other in ñshellsò. The location of this peak shows the distance of 

atomic non-covalent interaction and the height ï the probability of such interaction. Usually, at 

high temperatures the peaks are broad, indicating thermal motion, while at the low temperature 

they are sharp. At a very long range, every RDF tends to a value of 1, which happens because the 

RDF describes the average density at this range. In this work, MATLAB  scripts were used for all 

RDF calculations. 

VMD was used to visualize the mobility of residues forming particular interactions. 

MATLAB  scripts were used to measure particular distances, angles, and dihedral angles, analyze 

and plot the results. Biomolecular processes, such as folding or complex formation, can be 

described in the terms of the molecule's free energy: 

(2.1.7)  ЎὋὶ ὯὝϽὰὲὖὶ ὰὲὖ ȟ 

or 

(2.1.8)  Ὃὶ ὯὝϽὰὲὖὶ , 

where kB is the Boltzmann constant, P is the probability distribution of the molecular system along 

some coordinate r (called the order parameter), and Pmax denotes its maximum, which is often 

subtracted to ensure ȹG = 0 for the lowest free energy minimum. Order parameter (r) is chosen to 

represent a reaction coordinate for the process under investigation. Free energy values are plotted 

along the coordinates which correspond to the significant changes in the molecule conformation. 

Typically, the free energy is plotted along two such order parameters, giving rise to a (reduced) 

free energy surface. In this work, 2D plots of ATP conformations in solution directly show the 

probabilities of conformations instead of the free energy surface due to incomplete coverage of 

conformational space during MD simulations. MATLAB  scripts were used to calculate all 

probability distributions and free energy plots. 
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Thus, MATLAB  software was used for statistical analysis of geometrical features of the 

molecule during simulation. A set of scripts were written to calculate the distances between 

particular atoms during MD and the probability distribution of said distances. VMD software was 

used to visualize the conformation of molecules during simulations and to plot RMSF data for 

large protein systems. PyMol software [52] was used for protein structures superposition, analysis, 

and visualization of separate structures obtained after simulations. 

2.1.2. Simulations of ATP and GTP in Water  

 

To examine the effects the cation binding has on the conformation of the Mg-NTP 

complexes, MD simulations were conducted for Mg-NTP complexes in a pure water solution and 

with the addition of M+ ions (K+, Na+, or NH4
+). In addition to these ions, Cl- ions were added to 

bring the sum of charges in the system to zero. In the simulations of Mg-NTP (Mg-ATP and Mg-

GTP) complexes in a pure water solution (without cations, other than Mg2+), two dummy positive 

charges were used to neutralize the system. These atoms carried each a single positive charge and 

were affixed to their locations with positional restraints, preventing any interactions with the ATP 

or GTP molecule. In all simulations, the ATP or GTP molecule position was restrained in the 

center of the simulation cell with positional restraints, which were applied to the N1 atom. 

For simulations, ATP4
-, GTP4

- and NH4
+ molecules were described with the parameters 

from CGenFF v.2b8 [49]. The TIPS3P water model was used, as compared to other classical 

models TIPS3P has an additional set of van der Waals parameters that describe interactions 

between water molecules [53]. For Na+ and K+ ions, parameters by Joung and Cheatham [54] were 

used. The Mg2+ ion was described with parameters developed by Callahan et al. [55]. 

Non-bonded interactions were computed using the particle mesh Ewald method, the real 

space cutoff for electrostatic interactions was set at 10Å, the van der Waals interactions cutoff was 

set as switching functions between 10 and 12Å. The multiple time-step method was used to 

describe electrostatic forces. Finally, the non-bonded interaction list was composed using a cutoff 

of 14Å, updated every 20 steps. The SHAKE algorithm was used to constrain covalent bonds that 

include hydrogen atoms [56] (the MD integration step, 1 fs). The total ionic strength in the system 

was 0.2 M, after the addition of water molecules, Na+ or K+, and/or neutralizing ions. 

All productive runs were set in the NPT ensemble. The Berendsen thermostat was used to 

maintain the temperature at T= 298 K with a coupling parameter of 5 psī1 [57]. The Langevin 

piston method was used to maintain the pressure at one atm with the piston mass 100 amu, while 

the Langevin collision frequency was set at 500 psī1 [58]. 
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Prior to productive runs, each system was optimized by performing an energy minimization 

run, and then a 20 ns equilibration run. MD simulations were executed in three independent runs 

of 170 ns (totaling at 500 ns) for each system (K+, Na+, NH4
+, no M+). Additional series of short 

(20ï25 ns) simulation runs were performed for both ATP and GTP complexes to further 

investigate the effect of monovalent cations binding on Mg2+ coordination. Finally, two 

simulations of the Mg-ATP complex with K+ ions bound to the phosphate chain and restrained to 

their positions were conducted. All simulations are listed in Table 2.1 MD simulation calculations 

were performed with Gromacs v.4.5.5 [59] software with MPI implementation using the 

computational resources of the supercomputer SKIF óChebyshevô of the Moscow State University 

Computational Center. 

MD data analysis was performed using MATLAB  software [60]. For the visualization of 

the trajectories obtained from MD simulations, the VMD software [51] was used. 

 

Table 2.1. Molecular dynamics simulations of NTPs in water 

No. System Simulation time Number of repetitions 

1 Mg-ATP 167 ns 3 

2 Mg-ATP, K+ 167 ns 3 

3 Mg-ATP, Na+ 167 ns 3 

4 Mg-ATP, NH4
+ 167 ns 3 

5 Mg-ATP 20 ns 25 

6 Mg-ATP, K+ 20 ns 25 

7 Mg-ATP, Na+ 20 ns 25 

8 Mg-ATP, NH4
+ 20 ns 25 

9 Mg-GTP 20 ns 20 

10 Mg-GTP, K+ 20 ns 20 

11 Mg-GTP, Na+ 20 ns 20 

12 Mg-GTP, NH4
+ 20 ns 20 

13 Mg-ATP, K+, with positional restraints  10 ns 2 

2.1.3. Simulations of K -dependent GTPase MnmE  

 

The role of the monovalent cations in the GTPase MnmE was studied by MD simulations 

of the Mg-GTP/MnmE complex. The following three states have been modelled: (1) the active 

state of the dimer of MnmE G-domains, with K+ ions bound in both domains (PDB ID 2GJ8, 

resolution 1.7 Å, source: E.coli), (2) the inactive state (monomer) with the K-loop in its active 

conformation and a water molecule occupying the K+-binding site, (PDB ID 2GJ8, resolution 1.7 

Å, source: E.coli), and, finally, (3) the inactive state (monomer) with disordered K-loop (PDB ID 

3GEI, resolution 3.4 Å, source: Chlorobium tepidum).  
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As mentioned previously, the availability and quality of crystal structures almost always 

inform the choice of objects for MD simulations. In the case of K+-dependent P-loop NTPases, 

MnmE is the only protein for which both active state of the P-loop domain with resolved K+ ion 

structure and an inactive state structure are available. Still, these structures are not perfect. 

Specifically, since the K-loop is disordered in the inactive state, it is unresolved in the 

corresponding crystal structure. For MD simulations, this loop must be reconstructed. A similar 

modeling of disordered protein loops was performed earlier in a collaboration with Prof. Dr. Karin 

Busch to model fluorescent sensor proteins fused to membrane subunits of respiratory 

supercomplex [61]. Existing experimental structures of the green fluorescent protein and 

cytochrome oxidase subunits were used as templates to model the respective parts of the fusion 

construct, but the mobile disordered linkers between these two parts had to be constructed ab initio. 

To model these loops each construct structure was first optimized with the variable target function 

method with conjugate gradients, and then refined using molecular dynamics (Modeller v.9.25 

build-in extension [62]) with simulated annealing. The resulting models were used to describe the 

mobility and environment of the constructs within the respiratory supercomplex, which 

corresponded well with the experimental data on fluorescence lifetimes of the sensors [61]. Thus, 

the same method, as described in more detail in [61], was implemented here to reconstruct the 

missing loops in the structure of the inactive P-loop domain of MnmE (PDB ID 3GEI). 

Each protein complex was placed in a cubic cell filled with TIP3P water with standard 

periodic boundary conditions. The minimal distance between any atom of the protein and the 

periodic cell wall was set at 12 Å. In each case, K+ and Cl- ions were added to the surrounding 

media. Each productive MD simulation run was 100 ns long. All simulations of GTPase MnmE 

are listed in Table 2.2. Simulation conditions were the same, as for simulations of ATP and GTP 

in water, as described in Chapter 2.1.2. 

 

Table 2.2. Molecular dynamics simulations of GTPase MnmE 

No. System 
Simulation 

time 

Number of 

repetitions 

1 Mg-GTP-MnmE, inactive, no K-loop, 3GEI  100 ns 1 

2 Mg-GTP-MnmE, inactive, K-loop, no K+, 2GJ8W 100 ns 1 

3 Mg-GTP-MnmE, active dimer with K+, 2GJ8K 100 ns 1 

 

 

 

 



  19  

 

2.1.4. Simulations of EF -Tu with GTP and RNA  

 

Cation binding and conformational mobility of GTP in EF-Tu/ribosome complex were 

studied by molecular dynamics (MD) simulations. Simulations were performed with Gromacs 

v.4.5.5 software [59]. Protein/RNA complex was placed in a cubic cell filled with TIP3P water 

with standard periodic boundary conditions. The minimal distance between any atom of the protein 

and the periodic cell wall was set at 12 Å. Ions (K+, Mg2+, Cl-) were added to the solution to create 

a physiological concentration of cations and neutralize the system, as described in Section 3.2.5.  

For simulations, the CGenFF v.2b8 force field was used for the GTP, and the CHARMM36 

force field was used for the protein and RNA fragments [49]. For the Mg2+ ion parameters designed 

by Calahan et al. [55] were used. For K+ ions parameters by Joung and Cheatham [54] were used.  

Two systems were prepared for MD simulations: one with a K+ ion placed manually in the 

AG site, and the other without. Each system was first optimized by an energy minimization run 

followed by an equilibration run of 20 ns. Equilibration runs were performed with constant 

temperature and cell volume (NVT ensemble); positional restraints were applied to the RNA, 

protein, and the GTP molecule. Productive runs were performed with constant temperature and 

pressure (NPT ensemble) with the temperature of 303.15 K, controlled by Nose-Hoover 

thermostat, and the pressure of 1 atm, controlled by Parrinello-Rahman barostat. Long-range 

electrostatic interactions were calculated by implementing the particle mesh Ewald method with 

Verlet cutoff-scheme [63] and a 12 Å distance cutoff for direct electrostatic and van der Waals 

interactions. The switching function was set to 10 Å to gradually reduce van der Waals potentials, 

reaching 0 at the cutoff distance. The geometry of bonds between hydrogens and heavy atoms was 

constrained to the lengths and angles defined by the force field using LINCS (LINear Constraint 

Solver) algorithm [64].  

Six independent simulations of 100 ns each (productive runs) were performed: a single run 

for the first system (with K+ ion placed manually in the AG site), and five runs for the second 

system (with K+ ions randomly distributed at the start of the simulation). All simulations of the 

EF-Tu/tRNA/SRL complex are listed in Table 2.3. The positional restraints were applied to all 

RNA fragments in the system for the duration of the production runs. The entire EF-Tu, GTP-

Mg2+, as well as all surrounding ions and water molecules, were free of positional restraints. 

During simulations, conformations of the whole system were saved every 0.1 ns. Productive runs 

were used to extract characteristic frames to represent the geometry of the GTP binging site with 

visual molecular dynamics (VMD, [51]) and to calculate statistics of structure movement using 

MATLAB  R2017a [60]. 
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Table 2.3. Molecular dynamics simulations of EF-Tu/tRNA/SRL complex 

Simulation 

number 

Molecules in the GTP-

binding-site 

Molecules in the solution Length 

1 EF-Tu, SRL fragment,  

tRNA fragment, 

GTP-Mg2+, K+ (AG site), 

Mg2+ (SRL) 

70 K+ ions 

10 Mg2+ ions 

51 Cl- ions 

19878 water molecules 

100 ns 

2-6 EF-Tu, SRL fragment,  

tRNA fragment, 

GTP-Mg2+,  

Mg2+ (SRL) 

70 K+ ions 

10 Mg2+ ions 

50 Cl- ions 

19880 water molecules 

100 ns  

 

2.2. Protein Sequence and Structure Analysis  

 

In the course of evolution, proteins advanced from a common ancestor by sequence 

modifications ï substitutions, deletions, or insertions of residues ï giving rise to families of 

homologous proteins. Not all residues in a protein are equally susceptible to mutations, since some 

of them may be crucial to maintain structure or function and thus corresponding positions in the 

sequence are constrained in the allowed residue types [65]. Such positions with residues conserved 

across the entire families of proteins were the first to attract attention [66]. Some residues can be 

conserved within a smaller group of proteins, united by a specific function, while not being 

conserved across the entire (super)family of proteins. Those residues can be associated with the 

functional diversity between particular protein families within a superfamily, or generally between 

smaller groups of proteins within a larger group. Finally, variable residues exhibit no detectable 

conservation across groups of homologous proteins and thus are likely to not be directly 

responsible for the protein function and structure. The degree of conservation of each particular 

residue, or even larger parts of a protein (e.g. particular elements or groups of elements of the 

secondary structure ï loops, Ŭ-helices, or ɓ-strands) can be obtained from multiple sequence 

alignments and structure superpositions of homologous proteins. While consulting multiple 

sequence alignments on many occasions, this work primarily utilizes structure superposition for 

the identification of residues, that are conserved (universally or partially) within (super)families 

of proteins. 

Comparison of protein structures is an essential step in establishing the evolutionary 

relationships between proteins and protein families. While high sequence similarity almost always 
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implies structural similarity, the opposite is not true. Specifically, remote homologs can have a 

similar structure and other common features, such as functional residues, but share no detectable 

sequence similarity [67]. It is therefore expected that a three-dimensional structure alignment will 

provide more clues towards protein evolution and properties than a sequence alignment alone, by 

revealing similarities between extremely distant homologs. The similarity analysis of protein 

structures can also provide insight into the protein function mechanism and the roles of particular 

structural elements. 

2.2.1. Protein Families and Multiple Sequence Alignment s 

 

Protein sequence analysis typically involves the construction of pairwise or multiple 

sequence alignments (MSAs) of relevant sequences. Protein sequence alignment is a notion of 

sequences that places sequences in rows one under another so that identical or similar residues are 

placed in the same columns. This is achieved by the addition of ñgapsò, which represent ñmissingò 

residues or stretches of residues so that the overall similarity of residues across all columns is 

maximized. In the case of pairwise alignment, all possible variations can be explored to identify 

alignment with the best possible score. Alignment scores higher when it matches identical residues 

and residues with similar sidechains, while the introduction of gaps and their length reduce the 

score. However, such an approach is too computationally demanding to be applied for the multiple 

sequence alignments. MSAs are an essential part of protein family analysis. The MSA is 

constructed in the hope that it will reflect the structural and functional similarity between the 

proteins, positioning in the same column residues that have similar locations in the structure and 

presumably have the same function or similar functions.  

Before constructing an MSA one must determine the set of sequences that are to be aligned. 

The standard routine for this is a similarity search, which is performed to retrieve from a sequence 

database(a) all protein sequences that share at least some similarity with the one or sever sequences 

of interest (query sequence(s)).  

Sequence similarity search is typically performed by the BLAST  software [68, 69]. This 

set of tools constructs pairwise sequence alignments between the query sequence and all protein 

sequences in the target database. Although BLAST tool set can be used also for DNA and RNA 

sequences, in this work it was applied only to protein sequences and corresponding databases. 

BLAST stands for the Basic Local Alignment Search Tool (BLAST), which signifies, that rather 

than aligning entire sequences, the algorithm finds regions of local similarity between sequences. 

Each time a short region of a query sequence matches a sequence in the target database, the local 
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alignment between the two fragments is extended to cover as much of the sequence length as 

possible and the score of the resulting alignment is calculated, based on its length and the number 

of identical and similar residue pairs. The significance of a match is estimated by an ñexpect valueò 

(e-value) which shows how many matches would have occurred with the same score by chance 

when searching an entirely random sequence of the same length in an entirely random database. 

Protein matches detected by BLAST with high significance can be used to infer functional and 

evolutionary relationships between sequences as well as help identify members of protein families.  

The MSAs in this work were constructed using T-Coffee software (Tree-based 

Consistency Objective Function for Alignment Evaluation) [70]. This software constructs a library 

of pairwise alignments for all pairs of sequences in the input set, which are then used to guide the 

construction of the MSA. It can also use data from MSAs obtained by various other methods. In 

the end, T-Coffee produces an MSA that is consistent with most of the intermediate data ï pairwise 

alignments and MSAs produced by other methods. In this work, the online version of the software 

was used, either directly via http://tcoffee.crg.cat/ or the web service implemented in JalView [71]. 

The latter was also used for visualization and manual inspection of all alignments. 

Alternatively, MSA containing protein(s) of interest can be obtained from protein family 

databases, which already contain such alignments representing various protein families. In this 

work, the protein family database Pfam [72] was used. Each entry in the Pfam database contains 

a ñseedò MSA of proteins representing a particular protein family or domain. This alignment forms 

the basis for a profile hidden Markov model (HMM) which is used to automatically recognize the 

presence of particular domains/families in protein sequences. The HMM profile is used to search 

for matching protein sequences in a pfamseq database, which is specially created and curated for 

this use. All protein sequences in the pfamseq database that match the profile well enough are also 

aligned with each other and ñseedò sequences to comprise a ñfullò MSA, also available for each 

Pfam entry. In addition to the ñseedò and ñfullò MSAs, Pfam provides the HMM profiles, 

visualized as sequence logos that highlight individual conserved residues and motifs that are 

characteristic for a particular family/domain. Generally, Pfam aims to cover as many protein 

sequences as possible with the fewest number of models. This sometimes leads to Pfam entries 

uniting proteins/domains which have varying activities or functions, so that many Pfam families 

can be further subdivided into sub-families. For example, Pfam family PF00006 (ñATP synthase 

alpha/beta subunitsò) includes ñATP-bindingò domains of both regulatory and catalytic subunits 

of the rotary ATP synthases. On the opposite side, some superfamilies consist of proteins with 

similar structure and function, but the sequences are so different that a single profile HMM cannot 

cover them all. Such cases are addressed by Pfam clans, which unite multiple Pfam entries that are 

http://tcoffee.crg.cat/
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known to be evolutionarily related to each other. Specifically, all P-loop containing 

families/domains in Pfam are united in the clan CL0023 ñP-loop NTPaseò. In this work Pfam 

database (available at https://pfam.xfam.org/) was used to access MSA of particular families as 

well as logo representations of HMM profiles of particular protein families. 

2.2.2. Protein Structure Analysis  

 

The main source of structural data used in this work is the Protein Data Bank (PDB) [73]. 

Since 1971, the PDB archive has served as the main repository of information about the 3D 

structures of proteins, nucleic acids, and complex assemblies. The data, typically obtained by X-

ray crystallography, NMR spectroscopy, or fitting models into cryo-electron microscopy is 

submitted by scientists from around the world and is freely accessible on the Internet via the 

websites of its member organizations (PDBe at http://www.ebi.ac.uk/PDBe/, PDBj at 

http://PDBj.org/, and RCSB at http://www.rcsb.org/). The PDB is overseen by the Worldwide 

Protein Data Bank, wwPDB [74]. 

Currently, every newly determined protein structure has to be deposited with the protein 

data bank before the scientific paper reporting on the structure can be published. The number of 

structures in the PDB has exceeded 150 000, as indicated on at http://www.rcsb.org/. However, 

one should remember that this number does not reflect the number of unique proteins. In many 

cases, there are many entries of the same protein in the database - some variants with amino acid 

mutations, some complexes with different bound molecules (substrate analogs, inhibitors, co-

factors), molecules crystallized in different conditions, etc. 

In the analysis of crystal structures from PDB, electron density data should be considered 

as well. Such data is available at the Uppsala Electron Density Server (EDS; http://eds.bmc.uu.se/) 

[75]. EDS is a web-based facility that provides access to electron-density maps and statistics 

concerning the fit of crystal structures and their maps. Maps are available for approximately 87% 

of the crystallographic PDB entries for which structure factors have been deposited and for which 

straightforward map calculations succeed in reproducing the published R-value to within five 

percentage points. This data can be used to inspects electron density in poorly resolved parts of 

the structure and observe the electron density of particles with low occupancy which were not 

resolved in the PDB file. 

Over the last decades, there has been a huge increase in the numbers of protein sequences 

and structures determined. In parallel, many methods have been developed for recognizing 

similarities between these proteins, arising from their common evolutionary background, and for 

https://pfam.xfam.org/
http://www.ebi.ac.uk/PDBe/
http://pdbj.org/
http://www.rcsb.org/
http://www.rcsb.org/
http://eds.bmc.uu.se/
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clustering such relatives into protein families. Since protein function is intrinsically linked to its 

precise shape, a 3D structure can often be used to detect very remote evolutionary relationships, 

even after the amino acid sequence has changed beyond recognition. This work had relied on the 

InterPro database as a source of structure-based protein classification. 

InterPro  provides functional analysis of proteins by classifying them into families and 

predicting domains and important sites. This is achieved by combining protein signatures from 

several member databases into a single searchable resource, capitalizing on their individual 

strengths to produce a powerful integrated database and diagnostic tool. InterPro is used by 

research scientists interested in the large-scale analysis of whole proteomes, genomes, and 

metagenomes, as well as researchers seeking to characterize individual protein sequences. In this 

work, InterPro was used to identify and assess all structures containing P-loop domains. 

Structure analysis of transmembrane proteins, such as microbial rhodopsins (MRs) and G-

protein coupled receptors (GPCRs), requires information on their relative position and orientation 

in the membrane. Due to the specifics of purification and crystallization methods, crystal structures 

of membrane proteins usually do not contain membrane lipids, but often contain molecules of 

detergent used in protein purification and crystallization experiments. The position of these 

molecules, together with the distribution of polar and hydrophobic residues on the protein surface 

can point to the position of the protein in the membrane. In this work "Orientation of Proteins in 

Membranes" (OPM) database [76] was used to obtain protein structures with assigned membrane 

limits. OPM provides spatial arrangements of membrane proteins relative to the hydrocarbon core 

of the lipid bilayer. This database includes all unique experimental structures of transmembrane 

proteins as well as some peripheral proteins and membrane-active peptides. Each protein is 

positioned in the lipid bilayer of appropriate thickness by minimizing its transfer energy from 

water to the membrane. OPM database is available at http://opm.phar.umich.edu/, where PDB-

format files with dummy-atoms indicating membrane borders can be downloaded.  

While OPM provides a visual representation of the boundaries of the hydrophobic layer of 

the membrane, structure analysis of transmembrane proteins can benefit from a more explicit 

representation of the locations of lipid molecules around the protein. Particularly in this study, the 

relative locations of the hydrophobic and hydrophilic parts of the membrane were crucial for the 

discussion of the suggested sodium ion pathway in GPCR. For this purpose, an all-atom structure 

of a GPCR molecule in the membrane was constructed using CHARMM-GUI [77]. CHARMM-

GUI is a web-based platform for the interactive building of complex systems, which can be used 

for biomolecular simulations. This platform is particularly useful for the studies of membrane 

http://opm.phar.umich.edu/
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proteins, as it supports a wide variety of lipid molecules as well as different types of lipid 

assemblies (e.g. micelles and nanodiscs). 

Specialized databases can be an extremely useful source of additional data. Such databases 

arise in response to a particular interest in the scientific community towards a specific group of 

proteins, type of interactions, or a type of small molecules present in experimental structures. 

GPCRs are one of such targets of special interest since they make up the largest family of human 

membrane proteins and drug targets. The GPCR database, GPCRdb serves the wide GPCR 

community since 1998, providing reference data, web server analysis tools, and dynamic 

visualization of data and statistics [78, 79]. Available at https://gpcrdb.org/, GPCRdb provides 

contains data, diagrams, and web tools for GPCRs, including all GPCR structures and the largest 

collections of receptor mutants. In this work, GPCRdb was used to survey all available structures 

of GPCRs and the reference alignment between class A GPCRs. Reference structure-based 

sequence alignments of GPCRs take into account helix bulges and constrictions. 

Analysis of the abundance of available protein structures requires rapid construction of 

protein structure superpositions. In contrast to the sequence alignments, three-dimensional 

alignment is based on the comparison of geometrical positions of amino acid residues in the 

structure, rather than the biochemical properties. Here several methods for protein structure 

superposition are discussed as they are used for different tasks in this study. For the (super)family 

of P-loop NTPases, comparative structure analysis was performed, which required superposition 

of multiple proteins, often sharing only local structure similarity. For the (super)families of 

heptahelical transmembrane proteins structure analysis required extensive search for the structure 

similarity to ascertain possible relations between the two (super)families under investigation ï 

microbial rhodopsins and G-protein coupled receptors. Structure superposition methods used to 

address these tasks are described below. 

For the comparative structure analysis of the P-loop NTPases multiple structures, 

representatives of particular protein families were selected manually. All  proteins of this group 

have an easily identifiable and highly conserved structural motif of a ɓ-strand and following Ŭ-

helix, that flank the titular P-loop. Hence, superposition of even the most distant homologs was 

possible via direct superposition of their P-loop regions. This procedure was performed with the 

PyMol build-in function "super". This function aligns two selections, each including a molecule 

or its fragment. It does a sequence-independent structure-based dynamic programming alignment 

followed by a series of refinement cycles intended to improve the fit by eliminating pairing with 

high relative variability. This function was used to construct the superposition of multiple P-loop-

https://gpcrdb.org/
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containing proteins by matching the P-loop regions of all structures under investigation onto the 

single reference structure. 

On a larger scale, all available structures of P-loop NTPases were analyzed systematically 

using an automated procedure. The list of PDB IDs for this analysis obtained from the InterPro 

entry IPR027417 and narrowed down using the search engine of the RCSB PDB [80] to include 

only structures containing Mg2+ ion and at least one of the following NTP-like molecules (RCSB 

PDB chemical IDs): ATP or GTP, non-hydrolyzable ATP/GTP analogs (ANP, ACP, AGS, GNP, 

GCP, and GSP), or transition state analogs (ADP/GDP complexes with AlF3/AlF4
-, VO4

3-, or 

BeF3/BeF4
-). MATLAB  software [60] was used to evaluate the distances between the NTPs or 

analogous molecules and the surrounding Lys/Arg residues. This evaluation was used to identify 

the structures where the NTPs or analogous molecules were bound to a Lys residue (implying that 

the molecule is not only present but bound to the P-loop with the P-loop Lys residue present). 

MATLAB  software [60] was used also to evaluate the phosphate chain shapes in each NTP-like 

molecule or the transition state-mimicking complex. This automated procedure produced data that 

reflects the shape and binding patterns of different NTP-like molecules that occur in the P-loop 

NTPase structures. 

The second group of proteins, addressed here, are the heptahelical transmembrane proteins 

ï G-protein coupled receptors and microbial rhodopsins. Diverse structure superposition methods 

were applied to search for structure similarity between members of the two (super)families. This 

task was addressed by using a structure of sodium-pumping microbial rhodopsin to perform a 

PDB-wide search for similar structures. The best tools for this task are the jFATCAT-rigid 

algorithm [81] and the PDBeFOLD server [82] because both of these methods are comparatively 

fast and can perform similarity search across all structures in the entire PDB database. 

Furthermore, both these algorithms produced sequence alignments that matched the results of the 

respective structural superpositions. 

The advantage of the jFATCAT-rigid algorithm is the availability on the PDB web-server 

[80] of pre-calculated superpositions for a set of representative structures [81, 83]. The java-

version of the jFATCAT algorithm is also available at http://www.rcsb.org/PDB 

ID/workbench/workbench.do. The FATCAT (Flexible structure AlignmenT by Chaining Aligned 

Fragment Pairs with Twists) approach simultaneously addresses the two major goals of flexible 

structure alignment; optimizing the alignment and minimizing the number of rigid-body 

movements (twists) around pivot points (hinges) introduced in the reference protein. In contrast, 

currently existing flexible structure alignment programs treat hinge detection as a post-process of 

a standard rigid-body alignment. 

http://www.rcsb.org/pdb/workbench/workbench.do
http://www.rcsb.org/pdb/workbench/workbench.do
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PDBeFold service performs the PDB-wide similarity search using the SSM (Secondary 

Structure Match) algorithm [82] implemented at http://www.ebi.ac.uk/msd-srv/ssm/. The SSM 

algorithm of protein structure comparison in three dimensions includes an original procedure of 

matching graphs built on the protein's secondary-structure elements, followed by an iterative 3D 

alignment of protein backbone CŬ atoms. PDBeFold service provides pairwise and multiple 

comparisons and 3D alignment of protein structures, as well as the examination of a protein 

structure for similarity with the whole PDB archive or SCOP archive. In most cases, the SSM 

algorithm works very fast. A typical query - matching a protein of a few hundred residues against 

the whole PDB or SCOP archive - takes less than a minute, a significant part of which falls on the 

network communication. 

For pairwise superposition of structures with high similarity, another algorithm 

implemented in the PyMol package [52] was used. For proteins with decent sequence similarity 

(identity >30%) the "align" function produces the best structure superposition results. This 

function performs a sequence alignment followed by a structural superposition and then carries 

out zero or more cycles of refinement in order to reject structural outliers found during the fit. This 

function was used to superpose 7TM proteins within one family (e.g. microbial rhodopsins with 

other microbial rhodopsins). Finally, PyMol [52] was used for the visualization of all structures 

and structure superpositions presented here. 

 

 

http://www.ebi.ac.uk/msd-srv/ssm/
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3. P-loop Nucleoside Triphosphatases  

3.1. Background  

3.1.1. Nucleoside Triphosphatases of the P -loop Fold  

 

Living organisms can acquire energy from photons (phototrophic organisms) or chemical 

reactions (chemotrophic organisms). In the cell, this energy can be then transformed into one of 

three forms: as an electrochemical ion gradient (e.g. of protons), as macroergic compounds, or as 

the reducing potential of electron carriers. Hydrolysis of macroergic (high-energy) compounds 

releases a lot of energy and can be coupled with certain reactions in the cell, shifting the chemical 

equilibrium of those reactions in favor of the products [84].  

Nucleoside triphosphates (NTPs), particularly adenosine triphosphate (ATP) and 

guanosine triphosphate (GTP) are the most important and universal macroergic compounds [85]. 

A nucleoside triphosphate (NTP) is a molecule containing a nucleobase (adenine, guanine, or 

other), a 5-carbon sugar (ribose in ATP and GTP), and three phosphate residues. NTPs and their 

derivatives also serve as the building blocks for nucleic acids (DNA and RNA) and have a plethora 

of other roles in cell metabolism and regulation.  

 

 

Figure 3.1.1. Structure of NTPs: ATP and GTP. Figure created with ChemSketch [86]. 

 

NTP molecules mainly serve as the storage and the transfer route for the free energy in 

cells. Macroergic compounds able to release a greater amount of energy than NTP exist, but they 

are not as widely used. One of the reasons for the ubiquitous use of ATP and GTP is the relative 

stability of the phosphate anhydride bond, which is resistant to spontaneous hydrolysis (unlike 

other anhydrides) and undergoes splitting only in the presence of enzymes. 

Although many different nucleotide triphosphates can be found in a cell, the majority of 

energy-converting systems operate with either ATP, or GTP, or both [87, 88]. Some processes, 

however, require a specific type of nucleotide, so the equilibrium between the concentrations of 
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different nucleoside triphosphates must be maintained. This is achieved by the exchange of 

terminal phosphate between different nucleoside diphosphates (NDP) and triphosphates (NTP) in 

a reaction 

XDP + YTP њќ XTP + YDP, 

where X and Y each represent different nucleobase, e.g. adenine or guanine. This reaction is 

catalyzed by the nucleoside-diphosphate kinases [84]. 

Many properties of NTPs are well studied on the example of the ATP, but since the GTP 

has a very similar structure (see Figure 3.1.1) majority of properties are shared in equal measure 

by ATP and GTP [87, 88]. 

Hydrolysis of NTPs to nucleoside diphosphates is crucially important for many processes 

in the cell [24, 89]. The reaction itself is exothermic and can be coupled with endothermic, 

energetically unfavorable reactions to allow their progress [90]. NTP binding and hydrolysis can 

also cause conformational changes in protein performing "switching" the protein from one state to 

another and causing different signaling from it [91-95]. Finally, direct transfer of phosphate from 

NTP to a substrate (e.g. in creatine kinase reaction, recently reviewed in [96]) or a protein itself 

(e.g. in histidine kinases, for a recent review see [97]) can occur.  

The most widespread NTPases are so-called P-loop fold NTPases that make up to 10-20% 

of gene products in a typical cell [24-26]. They are found in rotary ATP synthases, DNA and RNA 

helicases, proteins that hydrolyze ATP to perform mechanical work, such as kinesin, myosin, and 

dynein, many GTPases, including ubiquitous translation factors and Ŭ-subunits of signaling 

heterotrimeric G-proteins, as well as in other enzymes. P-loop fold domains appear to be some of 

the most ancient protein domains dating back to the Last Universal Cellular Ancestor (LUCA) [24, 

26, 65, 98-102]. The P-loop fold (CATH annotation 3.40.50.300; SCOP superfamily c.37.1, 

PFAM clan CL0023) is a 3-layer ŬɓŬ sandwich [24, 103-106]. It contains the GxxxxGK[S/T] 

sequence motif, commonly denoted the Walker A motif [107], see Figure 3.1.2. This motif binds 

the triphosphate chain of an NTP molecule and is also referred to as the P-loop (phosphate-binding 

loop) motif [108] or, in GTPases, as G1 motif [109]. In the P-loop fold, the conserved Lys residue 

forms hydrogen bonds (H-bonds) with the O1B oxygen atom of ɓ-phosphate and O2G atom of ɔ-

phosphate groups of the NTP (hereafter, the atom nomenclature follows the recent IUPAC 

recommendations [110], see Figure 3.1.2). Usually, the P-loop connects the first ɓ-strand and the 

first Ŭ-helix of the P-loop domain. The Walker B motif hhhhD, where óhô stands for a hydrophobic 

residue, provides the conserved Asp residue that usually serves as an additional Mg2+ ligand [107]; 

in G-proteins (P-loop GTPases) this motif is also called Switch II [111] or G3 [109]. One more 

functionally important motif in G-proteins is the Switch I or G2 motif [109, 111], located between 
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the Walker A and B motifs with only a single Thr/Ser amino acid conserved. In G-proteins, the 

sidechain of this Thr/Ser residue coordinates Mg2+ ion, while its backbone nitrogen forms an H-

bond with the ɔ-phosphate group.  

In this work amino acids of conserved motifs Walker A (P-loop, G1), Switch I (G2), and 

Walker B (Switch II, G3) are referred to by their positions relative to the signature residues, namely 

Lys (K) of the Walker A (P-loop) motif, Thr (T) or Ser (S) of the Switch I (G2) motif, and Asp 

(D) of the Walker B (Switch II, G3) motif, respectively, see Figure 3.1.2. For example, the Ser/Thr 

residue in the K+1 position coordinates the Mg2+ ion in all P-loop fold NTPases (Figure 3.1.2).  

An uncontrolled NTP hydrolysis would be detrimental for the cell survival. Therefore, the 

specific feature of most P-loop fold ATPases is their activation upon each turnover. To achieve 

that, the NTP hydrolysis reaction is divided into two steps. First, an NTP molecule binds to the P-

loop domain and attains a strained, catalytically prone conformation that is characterized by the 

eclipsed orientation of the ɓ- and ɔ-phosphates enforced by the signature Lys residue and the 

cofactor Mg2+ ion, as shown in Figure 3.1.2 [106, 112-116]. Second, the P-loop fold domain 

interacts with a proper physiological partner, which could be a domain of the same protein, a 

separate protein, and/or a DNA/RNA molecule. Upon this interaction, a stimulating moiety, e.g. 

an Arg residue ("finger"), is inserted into the catalytic site and the cleavage of the NTP molecule 

takes place [28, 29, 115-123]. The need for a specific activating interaction ensures that the fast 

NTP hydrolysis proceeds not spontaneously, but in a controlled manner. Both the NTP binding 

and its hydrolysis can be accompanied by large-scale conformational changes that could be used 

for performing mechanical work, see, e.g. [91, 124]. 

To provide a distinction from the term ñactivating partnerò which refers to a domain of the 

protein, a separate protein, or a DNA/RNA molecule, the term ñstimulating moietyò is used 

hereafter for those moieties that activate the NTP hydrolysis by poking into the catalytic site. 

Noteworthy, the original Latin meaning of ñstimulusò ï ña sharp stick used to poke cattle to get 

them to keep movingò (quoted from https://www.dictionary.com/browse/stimulus) - nicely 

describes the function of Lys and Arg fingers in biological motors.  
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Figure 3.1.2. Phosphate chain binding in P-loop NTPases complexes. A. Crystal structure of the 

transition state analog GDP:MgF3
- bound to the RhoA/RhoAGAP complex (PDB ID 1OW3 

[125]). B. Crystal structure of the transition state analog GDP:AlF4
- bound to the K+-dependent 

GTPase MnmE (PDB ID 2GJ8 [28]). Proteins are shown as grey cartoons, conserved residues of 

signature motifs are shown as sticks and colored as on panel C. Mg2+ ions are shown in green, 

water molecules are shown as red spheres. C. Conserved motifs in G-proteins and other P-loop 

NTPases. As an example, motifs in Rho GTPase and related G-proteins are shown. D. Naming of 

atoms according to IUPAC recommendations for nucleoside triphosphates [110] and typical Mg2+ 

coordination 

 

 

It is customary to refer to the conformations of P-loop fold NTPases in the presence of their 

activating partners with stimulating moieties inserted as "catalytically active" conformations [106, 

117, 126, 127]. Correct identification of the active (catalytically productive) conformation in 

distinct P-loop fold NTPases is important because enzymes attain these conformations 


















































































































































































































































































































