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1 Introduction

Within the last decades, the requirements for computational processes have grown continuously,
demanding a progressive development of more and more powerful devices. Nowadays, logic op-
erations are still merely performed by using conventional semiconducting electronics, which are
based on the manipulation of electron charge currents. However, the continuous improvement of
respective applications pushes the device size limits to smaller dimensions. This ongoing process
in turn results in a higher density of electronic circuits and, consequently, in an increasing energy
consumption. In this regard, the generation of waste heat further represents a difficulty to be min-
imized. As a consequence, the steadily increasing number and variety of electronic devices results
in an enhanced energy demand. For instance, while the global energy consumption in the sector of
information and communication technology was determined to 710 TWh in 2007 [1], it increased by
∼13% to 805 TWh in 2015 [2]. This development motivates the search for more efficient methods
of data storage and processing.
This challenge can be addressed by implementing devices based on spintronics [3]. In contrast to
conventional charge-based electronics, spintronic applications use the electron spin as an additional
carrier of information. Thus, spintronic effects are based on the generation, manipulation, and de-
tection of spin-polarized currents, which in turn enable information transfer at significantly lower
charge current densities. In particular, due to the absence of mobile charge carriers in insulating
materials the spin is not transported by free electrons but can be transported via magnonic spin
waves and, thus, without charge transport.
The initial breakthrough of spintronics can be traced back to the discovery of the giant magnetore-
sistance (GMR) effect by P. Grünberg and A. Fert in the late 1980s [4,5]. The GMR effect describes
the crucial dependence of electrical resistivity on the relative angle between the magnetizations of
two ferro-/ferrimagnetic (FM) materials, which are separated by a conductive non-magnetic layer.
Therefore, the GMR can serve as a highly-sensitive detector of magnetic fields, which forms the
basis of readback heads incorporated nowadays in commercially available hard-disk drives, allowing
for size reduction of the device while enhancing its storage capacity.
The discovery and significant impact of the GMR urged the advancement of further spintronic de-
vices such as magnetic tunnel junctions (MTJs) [6,7]. Instead of a conductive layer in a GMR, an
MTJ consists of an ultrathin insulating barrier separating the two FM electrodes to enable electron
tunneling through the barrier. If the electrodes are spin-polarized, meaning a different density of
states of spin-up and spin-down electrons at the Fermi level, the tunneling probability for par-
allel magnetization directions in both electrodes significantly differs from the one for antiparallel
alignment. This behavior is known as the tunneling magnetoresistance (TMR) effect and can be
understood by taking into account the spin polarization in both electrodes and the fact that the
spin is preserved during the tunneling process [8].
In this regard, functional oxides moved into the focus for spintronic applications due to their broad
variety of significant magnetic and electronic properties. As the quality of spintronic devices based
on TMR or GMR effects depend on the degree of polarization in the generated spin-polarized
currents, half-metallic materials exhibiting complete spin polarization at the Fermi-level serve as
promising electrode materials in MTJs. For instance, the transition metal (TM) oxide Fe3O4 rep-
resents a suitable candidate for MTJ electrodes, as it is ferrimagnetic with half-metallic character
and a predicted 100% spin polarization at the Fermi level [9] and therefore would be suitable for
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Fig. 1.1: (a) Schematic drawing of a spin filter, consisting of a thin ferro-/ferrimagnetic insulating
(FMI) layer between a non-magnetic and a non-magnetic or FM electrode. (b) Principle energy diagram
of a spin filter. The different tunneling barrier heights Φ↑ and Φ↓ of the FMI for spin-up and spin-
down electrons, respectively, result in different tunneling probabilities through the barrier for both spin
directions and therefore in highly spin-polarized tunneling currents.

the generation and detection of highly spin-polarized currents. However, due to effects occurring at
the interface between electrode and tunneling barrier (including interface states and possible spin-
flips) [8, 10] experimentally obtained TMR effects are still significantly smaller than theoretically
predicted [11–13], which hinders the implementation in functional spintronic devices.
As an alternative, magnetic insulators can be used as tunneling barrier material as the exchange
splitting of the spin-dependent conduction bands provides different tunneling barrier heights Φ↑
and Φ↓ for spin-up and spin-down electrons, respectively [cf. Fig. 1.1(b)]. Thus, the tunneling prob-
abilities for both spin directions differ, which results in highly spin-polarized tunneling currents,
making magnetic insulators extremely applicable as spin valves or spin filters [cf. Fig. 1.1(a)].
Here, the TM ferrites CoFe2O4 (CFO) and NiFe2O4 (NFO) are promising candidates for appli-
cation, since both materials are ferrimagnetic with high Curie temperatures TC (TCFO

C = 790 K,
TNFO

C = 865 K [14]) and exhibit insulating character. However, due to the rather complex inverse
spinel-type structure, the growth of crystalline TM ferrites as CFO and NFO is usually accompa-
nied by the incorporation of structural imperfections [15,16], which in turn have an impact on the
magnetic and electronic structure and, hence, on the spin-filter efficiencies. Several studies showed
that significant spin-filter efficiencies of CFO and NFO tunneling barriers are merely obtained in
the low-temperature regime [17–21]. Room temperature spin filtering has only been obtained for
CFO films with a spin-filter efficiency of up to -8% [17]. Thus, to enable larger spin polarizations
in spin-filter applications, epitaxial growth of well-ordered TM ferrite thin films with low defect
densities is still a challenging task to conquer and the main motivation of this work.
Hence, within this cumulative thesis, (ultra)thin NFO and CFO films are prepared via reactive
molecular beam epitaxy (RMBE) on MgO(001) and SrTiO3(001) substrates and are characterized
in terms of their structural, electronic, and magnetic properties. First, the relevant theoretical
background is given in Chap. 2 to provide the fundamentals of crystalline thin film growth and
magnetism, as well as the theoretical basis of the used measurement techniques. Further, the inves-
tigated materials with focus on their structural, electronic, and magnetic properties are presented
in Chap. 3. A description of the experimental setups used to perform the respective measurements
is given in Chap. 4, followed by the main parts of this work, which present the experimental results.
First, the initial growth of four exemplary off-stoichiometric NixFe3-xO4 thin films with 0≤ x≤ 1.5
on MgO(001) is structurally characterized in situ by synchrotron radiation-based x-ray diffraction
(XRD) measurements during the growth process. Here, the influence of the rather small strain
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induced by the substrate on the structural quality of the NFO films and at the interface between
film and substrate is investigated in dependence of the film thickness and the cationic Ni con-
tent x. In addition to the vertical structural components obtained by XRD, high energy surface
x-ray diffraction (HESXRD) measurements are conducted after film growth merely to determine
the complementary lateral film lattice parameters. Further, hard x-ray photoelectron spectroscopy
(HAXPES) measurements are performed to obtain information on the chemical and electronic
structure of the prepared NFO films. The results of these investigations are published in Applied
Physics Letters 117, 011601 (2020) [22] and can be found in the reprinted version in Chap. 5.
Although varying cationic stoichiometries have been investigated in several studies for CoxFe3-xO4

thin films [23–31], the reports of cationic variations in NixFe3-xO4 thin films are still rare [32] and
therefore in need of further systematic investigation. Hence, in the second major step of this work, a
more extensive study on the dependence of the cationic ratio in NixFe3-xO4 thin films (0≤ x≤ 2.07)
grown on MgO(001) is conducted with regard to the structural, electronic, and magnetic proper-
ties. The film surface structure and chemical composition is characterized in situ by low energy
electron diffraction (LEED) and laboratory-based soft x-ray photoelectron spectroscopy (XPS), re-
spectively. Film thicknesses are determined via analysis of x-ray reflectivity (XRR) data, while the
film structure is analyzed by XRD measurements. Further, chemical properties and the electronic
structure of the NFO films with focus on the cationic valencies of Ni and Fe cations with varying
x is investigated by means of HAXPES. A depth-dependent chemical analysis via angle-resolved
(AR-)HAXPES measurements further provides information on the vertical cationic distribution
within the films. Complementary x-ray absorption spectroscopy (XAS) and x-ray magnetic cir-
cular dichroism (XMCD) investigations are conducted to obtain information on the cationic site
occupancies and on the element-specific magnetic moments. The latter are compared to magnetic
properties characterized via superconducting quantum interference device (SQUID) magnetometry.
Thus, these complementary results presented in Chap. 6 give a comprehensive picture of structural,
electronic, and magnetic properties of thin off-stoichiometric NixFe3-xO4 films on MgO(001).
In a third step, the type of substrate is changed to SrTiO3(001) to investigate the influence of
a larger strain applied by the substrate to the film. Several studies reported an unusual strain,
namely vertical compression, in ultrathin ferrite films on SrTiO3(001), although, assuming an adap-
tion of the film to the substrate lattice, lateral compression and consequently vertical expansion
would be expected. In particular, Hoppe et al. ascribed the vertical compression of ultrathin
NFO films grown on SrTiO3(001) to an auxetic behavior, but without showing the experimental
evidence of simultaneous lateral compression [33]. One further remarkable property of NFO films
deposited on SrTiO3(001) is the reported enhanced magnetization for ultrathin films below 3 nm
thickness [33, 34]. However, a doubtless explanation for this behavior is still lacking. Hence, both
intriguing phenomena, the unusual type of strain as well as the enhanced magnetization in ultra-
thin NFO films grown on SrTiO3(001), therefore remain unclarified up to now and are investigated
within this thesis. Therefore, several stoichiometric NiFe2O4 films with thicknesses between 3.7
and 55.5 nm are deposited via RMBE on SrTiO3(001). The structure and chemical composition
in the near-surface region of the films are characterized in situ by LEED and XPS measurements,
respectively. In addition, the chemical composition and cationic valence states in deeper layers are
characterized by HAXPES, whereas the structure of the NFO films and at the interfaces is analyzed
by means of synchrotron radiation-based XRD and grazing incidence XRD (GIXRD). Moreover,
GIXRD measurements of site-sensitive diffraction peaks are used to obtain information on the rela-
tive occupancies of tetrahedral and octahedral film lattice sites. Finally, magnetic properties of the
prepared films are characterized by SQUID magnetometry. The results are published in Physical
Review Materials 4, 064404 (2020) [35] and reprinted in Chap. 7.
In a fourth step, an alternative pathway for the formation of ferrite thin films is demonstrated ex-
emplarily for CoFe2O4 films on SrTiO3(001). Here, in contrast to the simultaneous co-evaporation
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Chapter 1: Introduction

of the respective transition metals as used in Chaps. 5 - 7, Fe3O4/CoO bilayers are deposited on
SrTiO3(001) and, subsequently, are annealed to induce thermal interdiffusion of the bilayer system
and consequently form CoFe2O4 thin films. This method was first applied and successfully demon-
strated by Kuschel et al. for the formation of thin NiFe2O4 films by interdiffusion of Fe3O4/NiO
bilayers [36]. However, the application of this technique for the formation of CFO thin films is
still lacking and therefore presented within this work. In total, three samples with different initial
Fe3O4/CoO film thickness ratios have been prepared via RMBE on SrTiO3(001). Subsequently,
the interdiffusion process was monitored via XRR, soft XPS and AR-HAXPES to determine the
bilayer/film structure, stoichiometry, and chemical properties. Analysis of complementary XAS
measurements provides additional information on the occupancies of Fe and Co cations during in-
terdiffusion. Final SQUID magnetometry measurements are performed to gain information on the
magnetic properties before and after complete interdiffusion. The results are published in Physical
Review B 100, 155418 (2019) [37] and presented in the reprinted version in Chap. 8.
Finally, a concluding summary of all obtained results is given in Chap. 9.
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2 Theoretical background

In this chapter the theoretical basis relevant for this work is established. First, a principal descrip-
tion of crystal structures of single crystals and thin films is introduced. Furthermore, the theory
of the used x-ray diffraction experiments is presented. In addition, the basis of the spectroscopic
techniques as well as the concepts of magnetism of thin films are described.

2.1 Periodic structures - single crystals and thin films

2.1.1 Single crystals

An ideal crystal is defined by a three-dimensional periodic arrangement of atoms or atom groups.
Based on this periodicity, a repetitive structural element, the so-called unit cell, can be defined to
describe the complete symmetry of the crystal. It is spanned by three linearly independent vectors
a, b and c. Its translation

Rn = na a + nb b + nc c with na, nb, nc ∈ Z (2.1)

then defines the crystal lattice. Note that several possibilities are given to choose a unit cell
describing the same crystal lattice, since only translational symmetry has to be fulfilled. The unit
cell with the smallest possible volume is called primitive unit cell.
If the unit cell consists of not only one, but two or even more atoms, an atomic basis with its origin
at each lattice point has to be defined. The atom positions within the unit cell can be obtained by

rj = uj a + vj b + wj c with 0 ≤ uj , vj , wj ≤ 1, (2.2)

pointing from the origin of the unit cell to the j-th atom of the basis with its respective coordinates
uj , vj and wj within the unit cell. With this, each atom position in the crystal is given by the

(0,0)

Rn

ratom

rj

a

b

Fig. 2.1: Schematical representation of
a two dimensional crystal with the primi-
tive crystallographic lattice vectors a and
b, which span the primitive unit cell (red)
consisting of a three atomic basis (filled
blue and green circles). Proceeding from
the origin of a unit cell at the position of a
blue circle/atom, each atom position ratom
of the crystal is given by a vectorial su-
perposition of the lattice point Rn and the
atom position rj within the unit cell.
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Chapter 2: Theoretical background

vectorial superposition

ratom = Rn + rj , (2.3)

if the origin of the coordinate system is defined at a crystal lattice point. Thus, the complete crystal
structure is given by a combination of the crystal lattice and its atomic basis. Due to reasons of
clarity, an exemplary two-dimensional crystal lattice is schematically shown in Fig. 2.1. In this
example, the (primitive) unit cell (red) is spanned by the (primitive) unit cell vectors a and b and
consists of a three atomic basis (one blue, two green circles). One exemplary atom position ratom,
given by superposition of the lattice point Rn and the position rj within the unit cell, is shown
additionally.
As an alternative to the description of the unit cell by its unit cell vectors a, b and c it can also
be characterized by the angles α, β and γ between the vectors in addition to their absolute values
a, b and c - also called lattice constants.

2.1.2 Bravais lattices

In general, crystals are classified by their degree and type of symmetry. Here, symmetry operations
as, i.e., rotation, reflection and inversion lead to a classification into seven different crystal sys-
tems (cubic, tetragonal, orthorhombic, hexagonal, trigonal, monoclinic, triclinic). Considering also
translational operations, seven centered unit cells (face-centered, body-centered, base-centered) are
added to the primitive types. Thus, in total 14 possible so-called Bravais lattices can be defined
(cf. Fig. 2.2), which suffice the description of all existing crystal lattices.

1. cubic
a=b=c
α=β=γ=90° P B F

2. tetragonal

a=b c≠

α=β=γ=90°
P B

3. orthorhombic

a b c≠ ≠

α=β=γ=90° P B F C

4. hexagonal

a b c= ≠

α=β=90°
γ=120°

5. trigonal
a b c= =

α=β=γ 90°≠

6. monoclinic

a b c≠ ≠

α=γ=90° β≠
P C

7. triclinic

a b c≠ ≠

α β γ 90°≠ ≠ ≠
P P

Fig. 2.2: The 14 Bravais lattices categorized in their seven crystal systems. The primitive unit cell is
denoted by P, while B, F and C denote body-, face- and base-centered unit cells, respectively. The unit
cell of the hexagonal system is primitive and only comprises the red framed regular prism. The trigonal
system is described by a rhombohedral unit cell.

2.1.3 Lattice planes

To identify certain crystallographic planes in a crystal, three integer values h, k and l are established,
denoting the (hkl) lattice plane. These Miller indices hkl are obtained by, first, determining the
intersection points with the crystallographic axes and, second, inverting and reducing them to the
(usually smallest) integer triplet (hkl) with the same ratios. For instance, the intercepts 3a, 1b and
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(100)

[100]

(110)

[110]

(111)

[111]

Fig. 2.3: Exemplary Miller notations of some common crystallographic planes (green) and directions
in a simple cubic crystal system. Crystal planes are denoted by round brackets, crystal directions by
square brackets. Here, only directions perpendicular to the depicted lattice planes are shown.

2c of a lattice plane with the crystallographic axes, giving the inverted values of 1
3 , 1 and 1

2 , result in
the smallest integer triplet and, thus, the Miller indices (263). If the plane does not intersect with
a crystallographic axis, the corresponding index is zero, while negative Miller indices are denoted
by a bar, e.g., -3 is denoted as 3̄. In order to designate equivalent lattice planes the notation {hkl}
is used.
Analogously to lattice planes, directions within a crystal are denoted by a triplet [h̃k̃l̃] (note the
square instead of round brackets for lattice planes). Here, [h̃k̃l̃] are given by the smallest integer
numbers with the same ratio as the single components (along the crystal axes) of a vector in this
direction. For instance, a direction, which is characterized by the vectorial components 6a, 2b and
4c, is denoted as the [312] direction. Note that for cubic lattices the direction [h̃k̃l̃] represents a
vector which is perpendicular to the (hkl) plane with the same indices h̃=h, k̃=k and l̃=l. However,
this relation is not generally valid for other crystal systems. Similar to the notation of parallel lattice
planes, equivalent crystal directions are denoted by 〈h̃k̃l̃〉. Some common crystallographic planes
and directions are exemplarily depicted in Fig. 2.3 for a simple cubic crystal system.

2.1.4 Epitaxial film growth

The growth of single crystalline films with a well-defined crystallographic orientation on a single
crystalline substrate is known as epitaxy [38]. Furthermore, it can be subdivided into homoepitaxy
(when the material of substrate and film are the same) and heteroepitaxy (when the film and
substrate material are different). The growth behavior is strongly influenced by thermodynamic
and kinetic processes. However, three major growth modes can be distinguished (cf. Fig. 2.4):

� Layer-by-layer (or Frank-van der Merwe) growth
This growth mode is obtained, if film atoms are more strongly bound to the substrate than to
each other. Consequently, each layer is completely filled before the next layer starts to grow.

� Island (or Volmer-Weber) growth
In contrast to layer-by-layer growth, this growth mode refers to the case when film atoms
are more strongly bound to each other than to the substrate. As a result, three-dimensional
islands emerge directly on the substrate.

� Layer-plus-island (or Stranski-Krastanov) growth
This growth mode is a combination of the latter two. After forming a closed two-dimensional
layer on the substrate, film growth proceeds by forming three-dimensional islands.

The division into these three growth modes can be understood qualitatively by taking into account
the surface or interface tensions γ of/between film and substrate. Interpreting γ as a force per unit
length of boundary, force equilibrium at the contact point of film and substrate results in

γs = γf/s + γf cos(ϑ) (2.4)
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(a) Frank-van der Merwe

γf

γf/sγs

ϑ

(b) Volmer-Weber (c) Stranski-Krastanov (d) surface tensions γ

Fig. 2.4: Schematical representation of the three different growth modes of a film (green) on a substrate
(blue): (a) layer-by-layer (Frank-van der Merwe), (b) island (Volmer-Weber) and (c) layer-plus-island
(Stranski-Krastanov) growth. (d) Sketch of the respective surface and interface tensions γ and the
resulting wetting angle ϑ between film island and substrate.

with γs as the surface tension of the substrate, γf/s as the interface tension between film and
substrate, γf as the surface tension of the film and ϑ as the contact angle between film island and
substrate, also called wetting angle [cf. Fig. 2.4(d)]. Considering Eq. (2.4), the case γs ≥ γf/s + γf

results in a wetting angle of ϑ = 0 and, thus, completely two-dimensional growth corresponding to
layer-by-layer growth. In contrast, if the condition γs < γf/s + γf is fulfilled, islands with a wetting
angle ϑ > 0 are formed, resulting in three-dimensional island growth. For layer-plus-island growth,
the first relation as in layer-by-layer growth is fulfilled for the initial growth steps, but the formation
of this intermediate layer enhances the film tension resulting in the formation of three-dimensional
islands during further growth.

2.1.5 Strain effects

In heteroepitaxy, perfect lattice matching between film and substrate is extremely rare. In most
cases the lattice constants of the film differ from the ones of the substrate [cf. Fig. 2.5(a)]. This
deviation can be quantified by the lattice mismatch

f =
af − as

as
(2.5)

with af and as as the relaxed lateral lattice constants of film and substrate, respectively. Due to
the lattice mismatch lateral (or in-plane) strain

ε‖ =
af,str − af

af
=

∆af

af
(2.6)

can be induced in the film. Here, af,str and af denote the strained and relaxed in-plane film lattice
constants, respectively. Similarly, the vertical (out-of-plane) strain can be defined as

ε⊥ =
cf,str − cf

cf
=

∆cf

cf
(2.7)

with cf,str and cf as the respective strained and relaxed out-of-plane film lattice constants. Assuming
a tetragonally distorted film with homogeneous biaxial in-plane strain, the relation between lateral
(ε‖ = ∆af/af) and vertical strain (ε⊥ = ∆cf/cf) can be expressed by

∆cf

cf
=

2ν

ν − 1

∆af

af
(2.8)

with ν as the Poisson ratio of the film material [39]. A detailed derivation and definition of ν is
given in standard textbooks [40].
The induced strain can either result in pseudomorphic film growth or in the formation of so-called
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af

afaps

cps

af

af

as

as

(a) stand-alone (b) pseudomorphic (c) misfit dislocation

film{
substrate{

as

as

as

as

Fig. 2.5: Sketch of the two main processes in heteroepitaxy exemplarily shown for cubic crystal systems
(if completely relaxed) of film and substrate. (a) Stand-alone configuration of the film without any
influence of the substrate: the relaxed film lattice constant af is larger than the one of the substrate (as),
resulting in mismatch between both lattices. (b) Pseudomorphic growth with lateral adaption of the film
to the substrate (aps = as). Lateral compression results in vertical tension (cps > af). (c) Formation of
a misfit dislocation at the substrate/film interface, leading to relaxed subsequent film growth.

misfit dislocations, depending on the relation of free energy densities for each mechanism [38].
Both processes are schematically depicted in Figs. 2.5(b) and 2.5(c), respectively. In the case of
pseudomorphic growth, the film adopts the periodicity of the substrate in lateral direction [cf.
Fig. 2.5(b)]. As a consequence, the film exhibits in-plane strain with a lateral lattice constant
coinciding with the lateral lattice constant of the substrate. Due to energy minimization this
lateral strain results in homogeneous compression or tension of the lattice constant in vertical
direction.
For higher lattice mismatches, strain is more likely released by the formation of misfit dislocations
directly at the substrate/film interface [cf. Fig. 2.5(c)]. The distance between dislocations can be
estimated via

ddis =
af as

|as − af|
. (2.9)

For completely relaxed films, however, misfit dislocations can also be incorporated in the film far
beyond the interface between film and substrate, since for pseudomorphic growth the strain energy
increases linearly with increasing film thickness, while the energy of dislocations only increases
logarithmically [38]. Thus, misfit dislocations are energetically favored and more likely incorporated
for increasing film thicknesses, resulting in a transition from pseudomorphic growth to dislocation
formation. The film thickness upon which misfit dislocations begin to be favorably incorporated in
the film is called critical film thickness Dc. Several models can be applied to obtain an estimation
of Dc for the case of heteroepitaxial film growth. Following the most widely used model from
Matthews and Blakeslee [41], the critical thickness can be estimated via

Dc

b
=

(
1− ν cos2 α

) (
ln
(

Dc
b

)
+ 1
)

2π f (1 + ν) cos(λ)
. (2.10)

Here, b is the magnitude of the Burgers vector, f is the lattice mismatch, ν is the Poisson ratio, α
is the angle between the Burgers vector and the dislocation line (α= 90◦ for edge dislocations), and
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λ is the angle between the slip direction and that line in the interface plane which is perpendicular
to the line of intersection between the slip plane and the interface (λ= 45◦ for rock salt structures).

2.2 X-ray diffraction

The phenomenon of x-ray diffraction can be used to determine the structure of long range ordered
periodic, i.e., (poly-)crystalline systems. Its principle is based on the mechanism of x-ray scattering,
where electromagnetic waves are scattered when encountering an object or inhomogeneity. Since
the cross-sections of x-rays for the interaction with electrons are orders of magnitude larger than for
scattering at atomic nuclei, mainly the electrons surrounding the atom act as scattering centers.
Assuming only elastical scattering (which is not exact but a sufficient approximation for x-rays
interacting with condensed matter), this mechanism can be described following classical electro-
magnetic theory as a periodic deflection of the electrons by the incoming wave. As a consequence,
these oscillating electrons act as a Hertzian dipole and are the source of the outgoing/scattered
electromagnetic wave exhibiting the same frequency as the incoming wave. In general, x-ray scat-
tering at long range ordered periodic structures is called x-ray diffraction. Here, due to the periodic
nature of the material, constructive and destructive interference of the scattered waves can occur,
resulting in spots of high intensity at certain scattering angles, also known as Bragg peaks, for
constructive interference.

2.2.1 The Bragg condition

William Henry Bragg and William Lawrence Bragg described the diffraction of x-rays at crystals
by a superposition of waves reflected at parallel crystal lattice planes [42], as depicted in Fig. 2.6.
Here, the phase differences between the reflected waves cause an interference pattern, which is
determined by the lattice plane distance dhkl, also known as layer distance of (hkl) planes, and the
used x-ray wavelength λ. If the path difference of the reflected beams is an integer multiple of their
wavelength, constructive interference occurs. This condition is described by Bragg’s law

nλ = 2dhkl sin θ (2.11)

with n ∈ N as the order of the Bragg peak and θ as the angle between incident/reflected wave and
respective lattice planes.

Δs/2

θ

θ

θ

k
i

k
f

q

d
hkl

Fig. 2.6: Sketch for the derivation of
Bragg’s law. The incident waves ki are re-
flected under angle θ at lattice planes (solid
lines) with a layer distance dhkl. The re-
flected waves kf are phase-shifted towards
the incident waves ki due to a path dif-
ference ∆s. If the condition ∆s = nλ is
fulfilled, constructive interference occurs.
The scattering vector q = kf − ki is ori-
ented perpendicular to the lattice planes.

Following Bragg’s law, a condition for observing interference phenomena for scattering at crystals is
given: the used wavelength has to be in the order of the distance of scattering centers. If λ ≤ 2dhkl
is not fulfilled, no Bragg reflection and, thus, no diffraction pattern can be observed. As the layer
distances of single crystals are typically in the range of a few Ångstroms, the used wavelength
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2.2 X-ray diffraction

should also be of the same order or even less. This condition is fulfilled for x-rays, which are
most commonly used in the energy range of 5 - 100 keV for x-ray diffraction experiments to gain
information about the crystalline structure of solids.

2.2.2 Laue equations and reciprocal lattice

An equivalent formulation of the Bragg condition for constructive interference is given by the Laue
equations1 [43]

q ·a = 2πh , q · b = 2πk , q · c = 2πl , (2.12)

with the basis vectors a, b and c of the crystal lattice (see Sec. 2.1.1) and the integer numbers h,
k and l, which correspond to the Miller indices used to denote lattice planes (see Sec. 2.1.3). The
scattering vector q = kf − ki is given by the difference between final and initial wave vectors kf

and ki, respectively (cf. Fig. 2.6).
At this point, the concept of the reciprocal lattice is introduced, since it is very useful to describe
diffraction phenomena and is closely related to the Laue equations. The reciprocal lattice, comple-
mentary to the crystal lattice in real space, consists of three reciprocal lattice vectors, which are
related to the real space lattice vectors a, b and c via

a∗ = 2π
b× c

a · (b× c)
, b∗ = 2π

c× a

a · (b× c)
, c∗ = 2π

a× b

a · (b× c)
, (2.13)

where a · (b× c) is the volume of the unit cell. In analogy to the crystal lattice in real space, which
describes the positions of atoms in the crystal, the reciprocal lattice points

G = ha∗ + kb∗ + lc∗ with h, k, l ∈ Z (2.14)

give the positions of possible Bragg peaks. For orthogonal crystal lattices (α = β = γ = 90◦), the
reciprocal lattice vectors are also orthogonal and their length is given by

a∗ =
2π

a
, b∗ =

2π

b
, c∗ =

2π

c
. (2.15)

Taking into account the reciprocal lattice, the Laue equations can be rearranged to

q = kf − ki = G . (2.16)

Meaning, constructive interference occurs, if the scattering vector q coincides with a lattice vector
G of the reciprocal lattice.

2.2.3 Kinematic diffraction theory

Both, Laue and Bragg conditions, only describe the positions of constructive interference and can
be used to determine the periodicity of the crystal lattice. However, the atomic structure within
the unit cell is still completely disregarded. By also taking the inner atomic structure of the
unit cells into account, intensity modulations of the Bragg peaks can occur. Even completely
vanishing intensities at Bragg positions can be obtained due to destructive interference of x-rays
scattered at different atoms within the unit cell (so-called structurally forbidden Bragg peaks).

1The equivalence to the Bragg condition can be followed for interference of reflected beams from, e.g., {100} planes
with distance a, considering parallel alignment of lattice vector a and scattering vector q with q = 4π

λ
sin θ, giving

q ·a = q · a. Thus, Eq. (2.12) results in 4π
λ
a sin θ = 2πh, which is equivalent to the Bragg condition in Eq. (2.11).
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Hence, a description of diffracted intensities is derived in the following. Within this derivation,
the diffraction phenomena are described by the concept of classical kinematic diffraction theory.
Here, due to the weak interactions of x-rays with matter, some approximations can be applied. For
instance, multiple scattering as well as refraction and absorption processes are neglected within this
theoretical model. Furthermore, x-ray scattering from atomic nuclei is not considered due to the
small cross section compared to x-ray scattering at electrons. Considering these simplifications, a
quantitative derivation of diffracted intensities from crystalline semi-infinite and thin film structures
is presented here, based on theoretical work found in Refs. [44, 45].

Scattering at a single electron

If the distances between radiation source and scattering center as well as between scattering cen-
ter and detection point are large compared to the used wavelength, the Fraunhofer (or far field)
approximation becomes valid and the incoming and scattered waves can be considered as plane
waves. Neglecting inelastic scattering processes, the amplitude A (q) of a wave scattered at a single
electron at position re can be described by the Thomson equation

A (q) = A0C e
iq · re with C =

e2

me c2 R0
. (2.17)

Here, A0 is the amplitude of the incident wave, R0 the distance between electron and detection
point, c the speed of light and e and me the charge and mass of the electron, respectively. Due to
the strong dependence on the specific scattering geometry, the polarization of the incident wave is
not considered here. It will be taken into account as a correction factor in Sec. 4.3.4.

Scattering at a single atom

X-ray scattering at a single atom can be described by the superposition of waves scattered at all
electrons surrounding this atom, considering the path and, thus, phase differences between the
different scattered waves. Here, it should be noted that the electrons are not discretely localized
at the atom position ratom, but are distributed around the atom, more appropriately described by
an electron distribution function ρ(r). Moreover, the distance R0 between scattering center and
detector [cf. Eq. (2.17)] can be assumed to be the same for all electrons, as it is much larger than
the nucleus-electron distance |r| within the atom. The amplitude of a wave scattered at a single
atom is then given by

A(q) = A0C

∫
d3r ρ(r) e

i q · (ratom + r)
(2.18)

= A0C f(q) e
i q · ratom . (2.19)

Here, the atomic form factor is defined by

f(q) =

∫
d3r ρ(r) e

i q · r
, (2.20)

which thereby represents the Fourier transform of the electron density of the atom. In this work,
solely spherical electron distributions are assumed. Thus, the atomic form factor only depends
on the absolute value of q and not on its direction and can be approximated by four Gaussian
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2.2 X-ray diffraction

functions

f(q) =
4∑
i=1

ai e
−bi

( q
4π

)2
+ c . (2.21)

Parameters ai, bi and c determined for different atoms and ions can be found in Ref. [46].

Scattering at a single unit cell

Equivalent to the scattering process of an atom as a summation of the scattered waves at all
electrons, the scattered amplitude of a unit cell results from a superposition of waves scattered at
each atom within the unit cell. Thus, it is given by

A (q) = A0C
∑
j

fj(q) e
iq · (Rn + rj) (2.22)

= A0C F (q) e
iq ·Rn (2.23)

with Rn as the position of the unit cell and rj as the position of the j-th atom within the unit cell
(cf. Sec. 2.1.1). In analogy to the definition of the atomic form factor, the structure factor

F (q) =
∑
j

fj(q) e
iq · rj (2.24)

is defined as the summation of all atomic form factors within the unit cell. Thus, it represents
the Fourier transform of the electron distribution within the unit cell. In contrast to the electron
distribution of each atom, the structure factor is not isotropic and thereby significantly depends on
the direction of the scattering vector q.

Debye-Waller factor

In the description of the structure factor given above [cf. Eq. (2.24)] the atoms within the unit
cell are treated as located at their fixed positions. However, in real crystals these are only average
positions about which the atoms oscillate due to, i.e., thermal vibrations. This displacement of
electrons results in a (time-dependent) change of the electron density function and, thus, in a
change of the atomic form factor and, in turn, in a change of the scattered intensity. This effect
can be considered by a modified atomic form factor

fm(q) = f(q) e
−M(q, T )

, (2.25)

where the additional exponential term is called the Debye-Waller factor. Assuming an isotropic
Gaussian displacement distribution around the mean position rj of the j-th atom, the corresponding
factor Mj(q, T ) results in the simplified expression

Mj(q, T ) =
1

2
Uj(T ) |q|2 , (2.26)
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where the factor Uj(T ) describes the temperature dependency. With this, the structure factor is
adapted to

F (q) =
∑
j

fmj (q) e
iq · rj (2.27)

=
∑
j

fj(q) e
iq · rj e

−1
2 Uj(T ) |q|2

. (2.28)

In general, the vibrations of an atom in a crystal and, thus, the Debye-Waller factor are anisotropic
(although the Gaussian distribution gives a good approximation in first order). Then, the factor
Uj(T ) is a symmetric second order tensor, also called ”vibrational ellipsoid”, which may result in
different Debye-Waller factors for different [hkl] directions. The derivation of the Debye-Waller
factor made here, as well as further detailed descriptions of the effect of thermal vibrations on
x-ray diffraction can be found in Refs. [47, 48].

Diffraction at a single crystal

A single crystal is a periodic arrangement of the unit cells in all three spatial directions (cf.
Sec. 2.1.1). The amplitude of a wave diffracted at these periodic structures can therefore be
described by a summation of the amplitudes scattered at all unit cells taking into account the
phase shifts between the scattered waves. Thus, the diffracted amplitude is given by

A (q) = A0C
∑
n

Fn (q) e
iq ·Rn . (2.29)

Considering that the crystal consists of equal unit cells, the structure factors Fn(q) of all unit
cells are identical. Also assuming finite numbers Na, Nb and Nc of unit cells in the respective
crystallographic directions and replacing Rn by the definition given in Eq. (2.1), the diffracted
amplitude can be rewritten as

A (q) = A0C F (q)

Na−1∑
na=0

Nb−1∑
nb=0

Nc−1∑
nc=0

e
iq · (naa + nbb + ncc)

(2.30)

= A0C F (q)

Na−1∑
na=0

e
ina q ·a

Nb−1∑
nb=0

e
inb q · b

Nc−1∑
nc=0

e
inc q · c

. (2.31)

Each of the sums can be identified as a geometric series, allowing the rearrangement for each single
direction (here, the sum along the crystallographic c axis with Nc scattering centers is selected
exemplarily) to the form

BNc (q) =

Nc−1∑
nc=0

e
inc q · c

=
1− e

iNc q · c

1− e
i q · c

. (2.32)

The diffracted intensity is obtained by the square of Eq. (2.31) and, thus, proportional to the square
of Eq. (2.32). Substituting x = q · c results in

SNc (x) = |BNc |
2 (x) =

sin2 (Nc x/2)

sin2 (x/2)
, (2.33)
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Fig. 2.7: N-slit function depicted exem-
plarily for N = 6, exhibiting main maxima
with an amplitude of N2 at x values of in-
teger multiples of 2π. In between two main
maxima, N − 2 side maxima - also called
fringes - are visible. The spacing between
neighboring minima of these fringes is given
by 2π/N . The full width at half maximum
(FWHM) of the main maxima is propor-
tional to the inverse of N (FWHM ∝ 1/N).

which is also known as N-slit function and depicted in Fig. 2.7 exemplarily for Nc = N = 6.
This function exhibits main maxima with the maximum intensity of N2 separated by integer
multiples of 2π. In addition, N − 2 smaller side maxima - also called fringes - appear between
these main maxima. The spacing between the minima of neighboring fringes equals 2π/N . The
full width at half maximum (FWHM) of the main maxima is proportional to the inverse of the
number of unit cells N in the respective crystal direction, following the Scherrer formula

FWHM = KS
2π

N
(2.34)

with KS = 0.89 [49]. Thus, if the number of unit cells (along one particular crystallographic direc-
tion) is increased, the FWHM of the main maxima and fringes decreases and the number of fringes
between the main maxima increases.
Assuming an infinite number Na, Nb and Nc of unit cells in each crystallographic direction, which
is the case for an ideal single crystal, all of the diffracted intensity is redistributed to the main
maxima. The resulting diffracted amplitude is then given by

A (q) ∝ A0C F (q)
∑
h

∑
k

∑
l

δ(q ·a− 2π h) δ(q · b− 2π k) δ(q · c− 2π l) (2.35)

as a representation of δ-distributions, which are in accordance with the Laue equations introduced
earlier [cf. Eq. (2.12)], resulting in distinct points of high intensity, known as Bragg peaks.

Diffraction at a semi-infinite crystal

The concept of diffraction at single (ideal) crystals spanned infinitely far in all spatial directions
as presented above is not realistic, since all real crystals exhibit surfaces and, thus, boundaries of
their periodic atomic arrangement. An x-ray beam, which irradiates a real crystal, penetrates the
crystal surface. This surface in turn exhibits a finite roughness, which has to be taken into account
for the description of the diffracted intensity. Moreover, due to the relatively weak interaction
of x-rays with matter, the x-ray beam penetrates deeper into the crystal (typically in the µm
range) and passes through a large number of crystal layers, which all contribute to the diffracted
intensity. However, during their way through the crystal the x-rays undergo absorption processes,
which weaken the contribution to the diffracted intensity from atoms in deeper layers. Thus, if the

15



Chapter 2: Theoretical background

diffraction pattern of real crystals should be described, also the decreasing x-ray intensity due to
absorption (and reflection) during the pass-through has to be considered, which therefore extends
the models of classical kinematic diffraction theory.

∞-

0

N
c

n ,n
a b

N n ,n
c a b
( )

Fig. 2.8: Schematical display of a semi-
infinite crystal with a height distribu-
tion Nc(na, nb) of the crystal surface.
The profile’s average is at zero level.

If the real crystal is significantly thicker than the penetration depth of the x-rays, it can be assumed
to be semi-infinite along the direction perpendicular to the surface. As this condition is fulfilled for
the substrates used in this work, the semi-infinite crystal model is adequate for the description of the
diffracted intensity caused by the substrate. Considering an absorption ε per layer, the amplitude
resulting from diffraction at a semi-infinite crystal limited in vertical direction (corresponding to
the direction perpendicular to the plane spanned by the crystallographic vectors a and b) is then
given by

Asubstrate (q) = A0C F (q)

Na−1∑
na=0

e
ina q ·a

Nb−1∑
nb=0

e
inb q · b

Nc(na,nb)∑
nc=−∞

e
i nc q · c

e
ncε . (2.36)

Here, absorption is taken into account by the exponential term e
ncε , whereas Nc(na, nb) gives

the height variation in dependence of the lateral positions na and nb, which corresponds to the
surface roughness (cf. Fig. 2.8). Considering exactly fulfilled Laue conditions in lateral directions
[cf. Eq. (2.12)], the amplitude in vertical direction is then given by

Asubstrate (q) = A0C F (q)

Na−1∑
na=0

1

Nb−1∑
nb=0

1

Nc(na,nb)∑
nc=−∞

e
i nc q · c + ncε (2.37)

= A0C F (q)

Na−1∑
na=0

Nb−1∑
nb=0

e
(i q · c + ε)Nc(na, nb)

1− e
−(i q · c + ε)

. (2.38)

As the summations over na and nb represent an averaging of the height function Nc(na, nb),
Eq. (2.38) can be rewritten as

Asubstrate (q) = A0C F (q)NaNb

〈
e

(i q · c + ε)Nc(na, nb)
〉

1− e
−(i q · c + ε)

. (2.39)

Moreover, assuming a Gaussian shaped height distribution Nc(na, nb) around a mean level set to
zero (cf. Fig. 2.8), the diffraction amplitude for a semi-infinite crystal is given by

Asubstrate (q) = A0C F (q)NaNb
e
−σ2 (1− cos q · c)

1− e
−(i q · c + ε)

(2.40)
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(a) 3D single crystal (b) semi-infinite crystal (c) thin film

Fig. 2.9: Schematical display of intensity distributions in the reciprocal space for diffraction at different
crystalline structures. (a) Ideal three-dimensional single crystals infinitely spanned in all spatial directions
produce sharp diffraction spots knwon as Bragg peaks. The dashed lines are direction indications only.
(b) Diffraction at semi-infinite crystals (exhibiting a surface) results in a vertically smeared out intensity
distribution (known as crystal truncation rods) with maxima at the nominal Bragg peak positions and
minima in between these positions. (c) Thin films cause a diffracted intensity pattern with diffraction
spots and oscillations (fringes) in vertical direction. Adapted from Ref. [50].

with σ as the standard deviation, corresponding to the root mean square (RMS) roughness of the
surface.
Evaluating Eq. (2.40) shows that if the lateral Laue conditions are fulfilled, intensity is obtained
(with absolute variations) everywhere in the direction perpendicular to the surface. In contrast to
distinct Bragg peaks [cf. Fig. 2.9(a)] obtained for ideal infinite crystals and without considering
absorption effects, the concept of semi-infinite (real) crystals results in smeared out reflexes in the
direction perpendicular to the surface, forming so-called crystal truncation rods (CTRs), as shown
in Fig. 2.9(b). These CTRs exhibit maximum intensity at the nominal Bragg peak positions,
whereas the intensity contribution around a Bragg peak can be described by a Lorentzian function
with a FWHM, which depends inversely on the penetration depth of the x-rays. Further, the CTRs
exhibit minimum intensity in the middle between two nominal Bragg peak positions, also known
as anti-Bragg positions.

Diffraction at a crystalline thin film

A similar formalism as for the semi-infinite crystal presented above can be used to describe the
diffracted intensity from a crystalline thin film. However, for thin films consisting of only a few
crystalline layers (which results in a small thickness value compared to the penetration depth of
x-rays), absorption processes can be neglected. In addition, the roughnesses of two surfaces have
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Fig. 2.10: Schematical drawing of
height distributions for the two surfaces
of a crystalline thin film. The height
distribution of the bottom surface of the
film is given by N−c (na, nb), while its
mean value is set to zero. The average
value of the top surface height distribu-
tion N+

c (na, nb) is given by the average
number of unit cells Nc in vertical di-
rection.
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Chapter 2: Theoretical background

to be considered, which will be described by the height distributions N+
c (na, nb) and N−c (na, nb)

for the top and bottom surface of the film, respectively (cf. Fig. 2.10).
Hence, the amplitude of a wave diffracted at a thin film infinitely spanned in lateral, but limited
in vertical direction can be expressed by

Afilm (q) = A0C F (q)

Na−1∑
na=0

1

Nb−1∑
nb=0

1

N+
c (na,nb)∑

nc=N
−
c (na,nb)

e
i nc q · c

(2.41)

= A0C F (q)

Na−1∑
na=0

Nb−1∑
nb=0

e
i q · cN−c (na, nb) − e

i q · cN+
c (na, nb) + 1

1− e
i q · c

. (2.42)

The mean value of the bottom height distribution is (w.l.o.g.) set to zero and the average of the
top height distribution is described as Nc, which equals the intermediate number of unit cells in
the vertical direction of the film. With this, the amplitude results [equivalent to the averging in
Eq. (2.39)] in

Afilm (q) = A0C F (q)NaNb

〈
e
iq · cu−c

〉
− e

i q · cNc

〈
e
iq · cu+

c

〉
1− e

i q · c
, (2.43)

where u+
c and u−c are the deviations from Nc at the top and the bottom of the film, respectively.

Assuming a Gaussian shape of these deviations, the amplitude can be written as

Afilm (q) = A0C F (q)NaNb
e
−σ2
− (1− cos q · c) − e

i q · cNc e
−σ2

+ (1− cos q · c)

1− e
i q · c

. (2.44)

Note that for vanishing top (σ+) and bottom RMS roughnesses (σ−) this expression reduces to the
form of the N-slit function [cf. Eq. (2.33)]. Hence, the diffracted intensity from thin films can be
described as diffraction peaks (main maxima) and oscillations (side maxima or fringes) between
these peaks, resulting in an intensity modulation schematically depicted in Fig. 2.9(c).

Diffraction at a thin film system

A thin film system typically consists of one or more thin films on top of a substrate. For complete
pseudomorphic growth of these films, the lateral lattice constants and, thus, the lateral positions
of the CTRs coincide. In this case, the amplitude of the diffracted wave along the CTRs is given
by the sum of the amplitudes from substrate and films via

Asystem (q) = Asubstrate (q) +
∑
i

Θi e
i q ·piAfilm,i (q) , (2.45)

where Θi is the occupation factor, which takes into account impurities and vacancies in the i-th film
(Θ = 1 for a perfectly structured film without inhomogeneities). Furthermore, the phase difference
between the films is considered by the additional exponential term, including q ·pi in the exponent.
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2.3 X-ray reflectivity

Here, pi is defined as

pi =

i−1∑
j=0

gj +Ncjcj (2.46)

with the interface vector gj between adjacent films j and j + 1, which considers the distance and

lateral shift between the films. In addition, Ncjcj gives the phase shift due to the film thickness of
the j-th film.

2.3 X-ray reflectivity

X-ray reflectivity (XRR) is an interface sensitive technique to study the layer structure of thin
films, as it is based on the interference of electromagnetic waves reflected at different interfaces. In
XRR measurements, the sample is irradiated by x-rays at small angles αi between sample surface
and x-ray beam, typically below 5◦. The reflected intensity at the reflection angle αf = αi is
then measured in dependence of the incident angle αi. From the recorded intensity contribution,
information on film thicknesses, the stacking order of multilayer structures, refractive indices of
the different films and interface and surface roughnesses can be obtained. First, the principle of
x-ray reflection at a single interface is given, followed by the description of reflection at a multilayer
system and the reflectivity of rough interfaces. More detailed descriptions on the theory of XRR
can be found in, e.g., Refs. [48, 51].

2.3.1 Reflection at a single interface

If an electromagnetic wave with wave vector ki encounters an interface between two optically
different media with refraction indices n1 and n2, it is partly reflected with wave vector kf and partly
refracted and transmitted into the adjacent medium (for incident angles above the critical angle,
see below) with a wave vector kt. This process is schematically depicted in Fig. 2.11(a), whereas
the corresponding theoretically calculated reflectivity curve for reflection at a single interface is
shown in Fig. 2.11(b).
Regarding an interface between vacuum and a solid state medium, energy conservation results in
the wavenumber |ki| = |kf| = k in vacuum, whereas |kt| = nk applies for the wavenumber in the
solid. Thus, for the case of reflection at αf = αi the magnitude of the scattering vector q = kf− ki

is given by

q = 2k sinαi =
4π

λ
sinαi . (2.47)

The crucial parameter, which determines the reflectivity and transmittivity of a material, is the
material and wavelength dependent refractive index n. For x-rays with energies far away from the
material’s absorption edges, the refractive index of a homogeneous medium can be expressed by

n = 1− δ + iβ with dispersion δ =
λ2

2π
reρ and absorption β =

λ

4π
µ , (2.48)

where λ denotes the x-ray wavelength, re the classical electron radius, ρ the electron density and
µ the absorption coefficient [51]. In the case of x-rays, the dispersion δ is typically in the range
of 10−6 to 10−5, whereas the absorption β is usually even one or two orders of magnitude lower,
leading to real parts of refractive indices slightly below one. Only in vacuum both contributions
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Fig. 2.11: (a) Principle of XRR at an interface between two optically different media with refractive
indices n1 and n2, respectively. For incident angles αi bigger than the critical angle αc, the x-ray beam
with incident wave vector ki in the first medium is partly transmitted into the second medium (kt) and
partly reflected at the interface (kf). The transmitted wave is refracted upon entering the second medium
exhibiting an angle αt between wave vector kt and interface. (b) Corresponding reflectivity curve for
reflection at a single interface. It is obtained by measuring the intensity contribution at the reflection
angle αf = αi as a function of the scattering vector q = kf − ki, which is varied during the measurement
by changing αi. The XRR curve is scaled to the incident intensity. Up to the critical angle αc and the
corresponding scattering vector qc total reflection is obtained. Increasing intensity for very small angles
below the footprint angle αfp and the corresponding qfp (shown in the inset) originates from only partial
illumination of the sample. The reflectivity significantly drops above the critical scattering vector qc due
to partial transmission into the second medium.

δ and β evidently vanish, resulting in nvac = 1. As a consequence, if an electromagnetic wave
encounters an interface between vacuum and a solid state medium, it can be totally reflected, if
the incident angle is small enough. This total reflection occurs below a critical angle αc, which can
be calculated using Snell’s law2 and is approximately given by

αc ≈
√

2δ (2.49)

for the use of x-rays. Above the critical angle αc or the corresponding scattering vector qc, x-rays
can penetrate into the material with wave vector kt, resulting in a sudden decrease of the reflected
intensity [cf. Fig. 2.11(b)].
However, for angles even smaller than αc, the sample surface is irradiated by only parts of the x-ray
beam, resulting in an initial linear increase of the reflected intensity with increasing q [shown in
the inset of Fig. 2.11(b)]. This effect is due to the spatially extended beam and finite sample size
in the reflection plane and is called footprint. If the incident angle is increased in this glancing
region, more and more parts of the x-ray beam hit the sample surface, resulting in an increase of
the reflected intensity. If the footprint angle αfp is reached, the sample surface of length l in beam
direction is completely illuminated by the x-ray beam. Hence, all beam intensity is reflected (for
αfp < αc). Assuming an approximately rectangular beam profile with vertical expansion b, the
footprint angle is given by αfp = arcsin(b/l).
The reflected intensity can be normalized to the incident x-ray intensity, as depicted in Fig. 2.11(b),
to obtain the so-called reflectivity R = Ir/Ii as the ratio of reflected and incident intensity. It
is related to the complex reflection coefficient r via R = |r|2, whereas the transmission can be

2Snell’s law describes the relation between incident angle αi and angle of refraction αt when an electromagnetic
wave encounters an interface between two media with refractive indices n1 and n2: n1 cosαi = n2 cosαt.
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2.3 X-ray reflectivity

described analogously by T = It/Ii = |t|2. Note that as for x-rays n ≈ 1, the reflection and
transmission coefficients can be described independent of the polarization (s- or p-polarization) [51],
giving the Fresnel formulas

r =
ki,z − kt,z

ki,z + kt,z
and t =

2kt,z

ki,z + kt,z
(2.50)

with ki,z = k sinαi and kt,z = nk sinαt = k
√
n2 − cos2 αi as the components normal to the interface

(denoted as the z-direction) of the wave vectors ki and kt, respectively.

2.3.2 Reflection at multiple interfaces

The reflection of x-rays at a single interface as described above is only applicable for the reflec-
tivity of the single substrates used in this work. However, since thin films are deposited on these
substrates, reflection at multiple interfaces has to be taken into account. The most simple case of
multiple interfaces consists of one single thin film on a substrate and, thus, exhibits two interfaces.
The principle of an XRR experiment at such a system is exemplarily depicted in Fig. 2.12.
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Fig. 2.12: Principle of XRR at a thin film of
thickness D and refractive index n1 on a sub-
strate with a different refractive index nsub. For
incident angles αi bigger than the critical angle
αc, the x-ray beam in vacuum (nvac = 1) with
initial wave vector ki is partly transmitted into
the thin film (kt) and partly reflected at the vac-
uum/film interface (kf1). The transmitted wave
is in turn partly reflected at the film/substrate
interface under an angle αt and leaves the sample
surface with wave vector kf2 . The interference
of kf1 and kf2 determines the reflected intensity
contribution.

If the x-ray beam with wave vector ki in vacuum encounters the vacuum/film interface, it is partly
reflected (wave vector kf1) and partly refracted and transmitted into the material for αi > αc,
as already described above. The transmitted wave with wave vector kt is in turn partly reflected
and transmitted at the film/substrate interface, whereas this second reflected wave can escape the
film surface with a wave vector kf2 , which is parallel to kf1 . By changing the incident angle αi

and, thus, the magnitude of the scattering vector q [cf. Eq. (2.47)], the path difference between
the waves reflected at the vacuum/film and the film/substrate interface is varied and interference
occurs between both waves (denoted with wave vectors kf1 and kf2 in Fig. 2.12).
The total reflected intensity of a multilayer system can be calculated by the recursive approach
introduced by Parratt [52]. Within this algorithm the total reflectivity is expressed by a recursive
formulation considering the reflectivity of the interface between layer j and layer j − 1 in a system
consisting of N layers in total. The corresponding reflected amplitude is denoted as Rj−1,j and can
be expressed by

Rj−1,j =
rj−1,j +Rj,j+1 exp (iDjqj)

1 + rj−1,j Rj,j+1 exp (iDjqj)
for j ∈ {1, ..., N} (2.51)
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with

rj−1,j =
qj−1 − qj
qj−1 + qj

(2.52)

as the Fresnel coefficient at the interface between layer j and layer j − 1. Furthermore, Dj denotes

the thickness of the j-th layer and qj = nj2k sin(αt,j) = 2k
√
n2
j − n2

j−1 cos2(αt,j−1) the scattering

vector in layer j. The starting point of the recursion is RN,N+1 = rN,N+1 as the reflectivity of
the interface between substrate (denoted as ’layer N + 1’) and the adjacent layer N . The total
reflected intensity is obtained by successively inserting Rj,j+1 in Eq. (2.51) for N iterations. The last
iteration comprises the reflectivity of the interface between the uppermost layer and the medium
vacuum/air, which is denoted as ’layer 0’, and gives the total reflectivity R = Ir/Ii = |R0,1|.
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Fig. 2.13: Theoretically calculated
XRR curves for the models of one
(top), two (middle), and three (bot-
tom) thin films with different refrac-
tive indices n1, n2, and n3 on the
same substrate (nsub). The topmost
layer is adjacent to vacuum (nvac=1).
The total thickness of the multilayer
stack is held constant at 18 nm for
better comparison. Clear Kiessig-
fringes with distance ∆q ≈ 2π/D are
obtained for the single film of thick-
ness D due to interference of waves
reflected at both interfaces. For the
case of two or more stacked films (and
interfaces), the reflectivity is more
complex. The footprint is not con-
sidered here and the XRR curves are
vertically shifted for clarity.

In Fig. 2.13, calculated reflectivity curves are depicted exemplarily for one, two, and three optically
different thin films, each exhibiting a different refractive index n1, n2, and n3, respectively. All
curves are modeled as deposited on the same (infinitely thick) substrate with refractive index nsub

and the topmost interface is between the top layer and vacuum (nvac = 1). For better comparison,
the overall thickness of the multilayer stack was kept at a constant thickness of 18 nm. For the
rather simple case of only one film on the substrate, which consequently exhibits two interfaces, clear
oscillations - so-called Kiessig-fringes - are obtained, resulting from constructive and destructive
interference of the waves reflected at both interfaces, as described above. Here, the fringe distance
∆q can serve as an estimation for the film thickness D via

D ≈ 2π

∆q
, (2.53)

considering that n≈ 1 for the use of x-rays. For the case of two or more stacked films and, thus,
at least three interfaces, which contribute to the reflected intensity, the reflectivity is more com-
plex. Then, the oscillations stemming from reflection at different interfaces superimpose, causing
a beating effect of the total reflectivity. In order to gain insight into these layer structures, an
in-house developed fitting tool [53], which was applied for the analysis of reflectivity curves, is used
in this work. By fitting the calculated reflectivity to the experimental data parameters like film

22



2.3 X-ray reflectivity

thicknesses, film stacking order, refractive indices (dispersion and absorption) of each film, as well
as interface roughnesses are determined. As the latter has substantial impact on the reflectivity, it
is briefly discussed in the following.

2.3.3 Reflection at rough interfaces

Up to now, reflectivity of only completely sharp interfaces has been regarded. However, real
interfaces usually consist of structural defects, resulting in a finite interface roughness. Thus, the
transition from one medium to the adjacent medium can no longer be described as a sudden jump
from one refractive index to another, as it has been assumed before. More accurately, the refractive
index is described as a continuous variation nj(x, y, z) in all spatial directions. Since for reflectivity
experiments the scattering vector q only consists of a z component, one-dimensional refractive index
profiles

nj(z) =

∫ ∫
nj(x, y, z) dx dy (2.54)

as a lateral average over x and y are considered. A rough interface can now be regarded as an
ensemble of sharp interfaces with different vertical coordinates zj + z, which are weighted by a
probability density Pj(z) [cf. Fig. 2.14(a)]. Here, zj denotes the mean vertical coordinate of the
interface and z the fluctuations around this value. A continuous refractive-index profile of type

nj(z) =
nj + nj+1

2
− nj − nj+1

2
erf

(
z − zj√

2σj

)
(2.55)

between layers j and j + 1 can now be assumed, where σj denotes the standard deviation of the
height distribution3. Here, the error function is defined by

erf(z) =
2√
π

z∫
0

exp(−t2) dt , (2.56)

exemplarily depicted in Fig. 2.14(b) for a transition from δ = 1.15 · 10−5 to δ = 1.57 · 10−5 in the
cases of a sharp and a rough interface with standard deviation σj = 5 Å4. This yields a Gaussian
probability density

Pj(z) =
1√

2π σj
exp

(
− z2

2σ2
j

)
(2.57)

of the interface height fluctuations z. These considerations result in a modified Fresnel coefficient

r̃j−1,j = rj−1,j exp

(
−2 kz,j−1 kz,j σ

2
j

)
(2.58)

for reflection at rough interfaces, which has to be considered in the recursive formula of Eq. (2.51).
The exponential term is called the Névot-Croce factor [54]. The standard deviation σj is also
called the root mean square (RMS) roughness of interface j and is an important fitting parameter
in the analysis of XRR data. Depending on the location of the corresponding interface (either the

3Note that for the case σj → 0 one has erf
[
(z − zj)/(

√
2σj)

]
→ ±1 for z > zj and z < zj , respectively, thus

obtaining the case of a sharp interface.
4Dispersion values correspond to the interface between MgO and NiFe2O4 for the use of Cu Kα radiation with an

x-ray energy of 8048.0 eV.
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Fig. 2.14: (a) Sketch of a rough interface with fluctuations z around the mean height zj described as an
ensemble of sharp interfaces at coordinates zj + z with probability density Pj(z) and standard deviation
σj . (b) Density profile of a sharp and a rough interface represented by an error function for a transition
from δ = 1.15 · 10−5 to δ = 1.57 · 10−5 with an RMS roughness of 5 Å. Adapted from Refs. [51, 53].

surface or buried interfaces), increasing RMS roughnesses mainly result in a stronger decay of the
reflectivity curve or in a damping of the Kiessig-fringes with larger scattering vectors q. It should
be noted that the presented Névot-Croce roughness model is only valid for interface roughnesses,
which are small compared to the film thickness. If this is not the case, other approaches as, e.g.,
layer segmentation have to be applied.

2.4 Low-energy electron diffraction

Low-energy electron diffraction (LEED) is an experimental technique to determine the structure
and morphology of surfaces. Here, low-energy electrons (10 − 500 eV) are backscattered from the
topmost surface atoms of the investigated sample. As the de-Broglie wavelength of such electrons
is in the range of atomic distances in crystals, the backscattered electron waves interfere with each
other, forming a diffraction pattern dependent on the crystal surface structure and morphology. In
contrast to x-rays, electrons exhibit a much larger cross-section for the interaction with matter. In
particular, electrons of such low energy exhibit a rather small inelastic mean free path in solids, as
illustrated in the so-called universal curve in Fig. 2.15, leading to high surface sensitivity (typically
∼ 10 Å) of this technique.
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Fig. 2.15: Experimental data of inelastic
mean free paths of electrons in solids in de-
pendence of their kinetic energy. Note the
double-logarithmic scale. The solid line rep-
resents the so-called universal curve for in-
elastic mean free paths of electrons. For
kinetic energies in the LEED regime below
∼ 500 eV the curve exhibits a minimum with
IMFP values of ∼ 10 Å. Taken and adapted
from [55].

Thus, the surface structure that contributes to the elastically backscattered electrons has two-
dimensional character and consequently exhibits a loss of periodicity in vertical direction. So, in
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Fig. 2.16: Construction of the Ewald
sphere (dashed circle) for diffraction at a two-
dimensional lattice with normal incidence of the
incoming wave vector ki, as usually used for
LEED experiments. The Ewald sphere is de-
fined by all possible final wave vectors kf. Here,
only the relevant backscattered wave vectors kf

are depicted. Diffraction spots occur, where the
Ewald sphere and, thus, the scattering vector
q intercepts with a reciprocal lattice rod (grey
lines) and the lateral component q‖ is an integer
multiple of the lattice rod distance 2π/b. For
clarity, only the plane with h= 0 is shown.

real space the vertical lattice distance can be regarded as infinitely large, resulting in reciprocal
lattice points located infinitely close together in vertical direction. As a consequence, in contrast
to the formation of Bragg peaks or CTRs for diffraction at three-dimensional (semi-infinite) bulk
structures (cf. Fig. 2.9), so-called Bragg rods (or lattice rods) are obtained for diffraction at a
two-dimensional lattice, exhibiting only lateral periodicity of the reciprocal lattice. Compared to
the Laue equations for diffraction at three-dimensional structures [cf. Eq. (2.16], the Laue equation
for diffraction at a two-dimensional lattice can be written as

q‖ = (kf − ki)‖ = G‖ = ha∗ + kb∗ , (2.59)

as the Laue condition for diffraction direction perpendicular to the surface lapses. Hence, the mo-
mentum perpendicular to the surface q⊥ (here, along c∗ direction) can attain any value without
affecting the Laue condition. However, to fulfill the Laue condition, the part of the momentum
parallel to the surface q‖ has to coincide with a lateral reciprocal lattice vector G‖. The respective
Bragg rods are consequently denoted by (hk).
Fig. 2.16 shows the Ewald construction for the described LEED experiment with an incoming
electron beam with wave vector ki normal to the surface [along (00) direction]. For clarity, only
the plane with h= 0 is shown. The Ewald sphere (indicated by a dashed circle) is constructed by
considering all scattered electron waves kf with |kf| = |ki| for solely elastic scattering. Diffraction
spots occur, where the Ewald sphere and, thus, the scattering vector q intercepts with the recipro-
cal lattice rods.
As the incident angle of the electron beam is held constant (usually vertical to the sample surface)
during LEED experiments, the scattering condition can only be modified by changing the kinetic
energy of the electrons and with this varying the wave vector magnitude |ki|. For instance, increas-
ing the electron energy also increases the radius |kf| = |ki| of the Ewald sphere. Consequently,
more reciprocal lattice rods intersect with the Ewald sphere and a larger segment of the reciprocal
space can be probed, which in turn brings the diffraction spots closer together on a detector in real
space.
The obtained LEED pattern directly reflects the symmetry and size of the reciprocal surface unit
cell. From this, also the symmetry of the surface lattice in real space is determined. However, a
crystal surface lattice can exhibit a modified periodic structure and symmetry compared to the
bulk. This superstructure may occur upon reconstruction of the surface due to, e.g., dangling
bonds or adsorbed atoms on the surface. Hence, additional lattice rods may appear in LEED com-
pared to the lateral periodicity of the reciprocal bulk lattice. Further, as LEED contains statistic
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information on large parts of the sample surface, locally disordered structures as, e.g., point defects
without any periodical order, result in a diffuse background intensity in the LEED pattern but
do not have an impact on the diffraction spots themselves. In contrast, ordered defective struc-
tures as, e.g., mosaics, dislocation networks, or domain boundaries modify the diffracted intensity
distribution [56]. Thus, by analyzing spot widths and intensities quantitative information of line
defects can be obtained. Further, the intensity of diffraction spots may differ for varying electron
energies (thus, along the diffraction rods) due to terraces/atomic steps at the surface or small bulk
contributions to the diffracted intensity.

2.5 X-ray photoelectron spectroscopy

X-ray photoelectron spectroscopy (XPS)5 is a powerful core-level spectroscopic technique to de-
termine the chemical composition and electronic structure of the investigated material. Other
core-level spectroscopic techniques used in this work are x-ray absorption spectroscopy (XAS) and
x-ray magnetic circular dichroism (XMCD), described in more detail in Secs. 2.6 and 2.7. However,
all three techniques are based on the photoexcitation process, which describes the excitation of an
electron in the investigated material by an incoming photon. Thus, a closer look on this process
with respect to its principle description for XPS, XAS, and XMCD is given first, followed by a
more detailed explanation of XPS.

2.5.1 The photoexcitation process

All three spectroscopic techniques, XPS, XAS, and XMCD, are based on the excitation of bound
core-electrons by photons6. In the case of XPS, a core-electron is excited into a high-energy
continuum state, if the energy of the absorbed photon is large enough to overcome the material’s
ionization threshold. This process is known as the (external) photoelectric effect and the emitted
photoelectron can be detected in dependence of the kinetic energy. Thus, by using XPS the occupied
core-levels of a solid are probed. In contrast, in XAS and XMCD the amount of absorbed light is
measured (with opposite circular polarizations for XMCD), while tuning the incident x-ray energy.
Here, the core-electron can also be excited into an empty state in the valence or conduction band
below the ionization threshold, therefore probing the unoccupied states of the band structure.
Besides these differences, all techniques are classified as first-order optical processes, where only
one photon and one electron is included in an excitation process. Moreover, to excite electrons from
deeply-bound core-levels into either continuum (XPS) or unoccupied band states (XAS, XMCD)
photon energies of the same order or larger than the binding energies in a solid are necessary,
which is why x-rays are used for these techniques. In contrast to XPS, XAS, and XMCD, e.g.,
x-ray fluorescence spectroscopy (XRF) or Auger electron spectroscopy (AES) are second-order
processes, where core-electrons are excited by incident x-ray photons and the excited state of the
system decays either radiatively by emitting x-rays (XRF) or by emitting so-called Auger electrons
(AES).
To understand the details of the used spectroscopic techniques, the underlying photoexcitation
process has to be considered first. Before excitation, the electrons of the probed atom, molecule, or
solid are in their most favorable energetic constitution, giving the initial ground state described by
the wave function Ψi. However, after excitation, a core-hole is created by exciting an electron into
an unoccupied state above the Fermi level, resulting in an excited final state of the corresponding

5In some literature XPS is called x-ray photoemission spectroscopy.
6In fact, also less bound electrons, i.e., from the valence band are excited, but those are probed more efficiently by,

e.g., ultraviolet photoelectron spectroscopy (UPS) and are not explicitly investigated in this work.
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system represented by the wave function Ψf. To describe this process theoretically, the incoming
electromagnetic wave is considered as a perturbation to the many electron system [57, 58], which
results in Fermi’s golden rule describing the transition probability

w ∼ |〈Ψf | T |Ψi〉|2 δ(Ef − Ei − hν) (2.60)

from the initial ground state Ψi to the final state Ψf with T as the transition operator between
the two states. Here, Ef and Ei denote the energies of the final and initial state, respectively, and
hν is the incident photon energy. Thus, the δ-distribution ensures the energy conservation law
and transition only occurs if the energy of the final state equals the energy of the initial state plus
the x-ray photon energy. The transition rate is then given by the squared matrix element, which
is determined by the transition operator T and the possible initial and final states. Theoretical
approaches for the description of T , in particular for the respective excitation processes in XPS
and XAS/XMCD, can be found in literature [57].

2.5.2 Principle of XPS

XPS is a powerful and widely used spectroscopic technique to investigate the electronic structure
and chemical composition of a material. It is based on the photoelectric effect, which was discovered
first in 1887 by H. Hertz [59], who found out that an electrostatically charged metal plate discharges
faster if it is irradiated by UV light. In the following year, W. Hallwachs discovered that the
discharging can be ascribed to the emission of electrons if the material is exposed to radiation
above a threshold frequency [60]. The theoretical explanation for this behavior was found by A.
Einstein in 1905, when he published his Nobel Prize awarded hypothesis about the quantification
of electromagnetic radiation [61].
The spectroscopic process of photoelectron emission is schematically depicted in Fig. 2.17. If the
incident photon energy hν is large enough to eject an electron originating from a core-level with
binding energy Eb (relative to the Fermi level EF) the kinetic energy of the emitted photoelectron
can be estimated via energy conservation in a one-electron picture by

Ekin = hν − Eb − Φ . (2.61)

Here, Φ is the so-called work function of the material, defined as the difference between vacuum
and Fermi energy (Φ = Evac − EF), which has to be overcome by an electron originating from the
Fermi level to escape the solid. Most commonly, both the detector and the sample are electrically
grounded to the same potential, resulting in equal Fermi levels. Thus, the kinetic energy E′kin

measured in the detector depends on the work function of the spectrometer Φ = Φspec and not
on the one of the sample (cf. Fig. 2.17). Following Eq. (2.61) and using monochromatic light
with a photon energy hν and an energy-dependent detection of the photoelectrons, it is possible to
determine the binding energy Eb of the photoelectrons in the investigated solid. However, although
this picture is intuitive, Eq. (2.61) neglects the many body interaction of the remaining electrons
in the system. More accurately, due to energy conservation the binding energy measured by XPS
is given as the energy difference between the initial state consisting of N electrons and the final
state consisting of the emergent core-hole and, thus, N − 1 electrons:

Eb = EN−1
f − ENi . (2.62)

Though, the determination of absolute energy values is not very easy and approximations are made
to obtain them. Following Koopmanns’ theorem, the binding energy Eb measured after ionization
is equal to the negative orbital energy εHF, determined by Hartree-Fock calculations, from which
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Fig. 2.17: Schematic drawing of a photoelectron emission process in an energy diagram. An x-ray photon
with energy hν excites a deeply-bound core-electron into continuum to the expense of the binding energy
Eb and the work function Φsample = Esample

vac − EF. As the spectrometer is set to the same potential
as the sample, both Fermi levels EF equalize and the photoelectron is detected with the kinetic energy
E′kin = hν − Eb − Φspec. The right part depicts the measured phtoelectron spectrum. Adapted from
Refs. [62, 63].

the photoelectron is emitted. However, this approximation is only valid for the one-electron (or
frozen-orbital) picture, as the other orbitals are treated as unchanged during the photoelectron
emission process and relaxation processes in consequence of the core-hole formation are neglected.
In order to relate Koopmanns’ approximation to the binding energies effectively measured, one has
to consider the relaxation energy contributions due to potentials created by other orbitals of the
atom containing the core-hole (intra-atomic relaxation) and by its surrounding atoms (extra-atomic
relaxation).
However, photoelectrons which do not suffer from any energy loss in the photoemission process
are directly related to the electronic structure of the material. These electrons are only subject to
elastic scattering on their way through the sample towards the surface and their kinetic energies
correspond to the specific binding energies of the atom’s core-levels. This makes XPS an element-
specific technique as the atomic binding energies are characteristic for an element. Nevertheless,
excited electrons are not only subject to elastic scattering but also undergo energy loss on their
path through the solid due to inelastic scattering events. If the remaining kinetic energy of inelas-
tically scattered electrons is high enough to leave the sample these photoelectrons contribute to a
continuous background signal in the photoemission spectrum.
The characteristic parameter, which is related to the average path length under which electrons
do not undergo inelastic scattering is the ineleastic mean free path (IMFP), which was already
introduced in Sec. 2.4. It depends on the material the electron is travelling through and even more
significantly on the kinetic energy of the electron (cf. Fig. 2.15). In laboratory-based XPS systems
usually soft x-rays (hν . 3 keV) are used (soft XPS), which makes the technique very surface sensi-
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tive, as the IMFP of electrons excited by this energy is in the range of a few nanometers (typically
below 10 nm). To achieve a more bulk-like sensitivity x-ray sources with higher photon energies
can be used to increase the kinetic energy and, thus, the IMFP of the excited electrons to obtain
a larger information depth. This technique is consequently known as hard x-ray photoelectron
spectroscopy (HAXPES) and is used as a complementary technique to soft XPS in this work to
obtain not only information about chemical composition and electronic structure at the surface,
but also in deeper layers of the prepared films.

2.5.3 Spectral features

Apart from the inelastic background mentioned above, different effects can influence the shape and
position of photoemission peaks in XPS. A detailed description of the photoemission process and
the spectral characteristics can be found in Refs. [57, 58, 62]. Here, the most important effects
also contributing to the photoelectron spectra recorded in this work are briefly described in the
following.

Chemical shift

The binding energies of photoemission peaks measured by XPS may significantly deviate from the
values expected for the corresponding free atom. This deviation is known as the chemical shift
and is a consequence of the bonding between the respective element and surrounding atoms in a
solid. For instance, in ionic crystals the bonding is formed via valence electrons of the cations
that are transferred to neighboring anions, which is in turn quantified by the valence state of the
respective atoms. Thus, the missing or extra electrons (compared to the respective uncharged free
atom) changes the electrostatic interaction between nucleus and electron shell due to the decreased
or increased screening. For instance, in a cation, where one or more electrons are missing, the
remaining electrons are bound stronger to the nucleus, which therefore enhances the respective
binding energies. Consequently, this chemical shift in the photoemission spectrum can be used
as a fingerprint for the valence state of the corresponding ion. An example of a chemical shift is
depicted in Fig. 2.18, where the iron oxide FeO clearly exhibits a shift to higher binding energy
positions of the Fe 2p peaks compared to the pure Fe metal.
The chemical shift can be described theoretically by applying the charge potential model, which
correlates the shift with the potentials created by the valence electrons of the same atom and by
the electrons of the surrounding atoms. Within this model, the effective binding energy is obtained
as

Eb,eff = E0
b +K∆qi +

∑
j 6=i

qj
rij

(2.63)

with E0
b as the binding energy in the ground state of the free atom. This reference state is modified

by the term K∆qi with K as an empirical parameter, which is correlated to the interaction of
valence electrons and core-hole within the atom, and ∆qi as the charge shift compared to the
neutral atom. Thus, this term corresponds to the potential change within the atom containing the
core-hole. Further, qj with j 6= i represents the charge of the surrounding atom j in a distance rij
from the atom in question. Hence, this last term of Eq. (2.63), also known as the Madelung term,
describes the summed up potential change due to the interaction with the surrounding atoms.
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Fig. 2.18: Fe 2p core-level spectra for a pure
Fe metal and for the iron oxide FeO. The bind-
ing energies of the spin-orbit split Fe 2p3/2 and
2p1/2 peaks in FeO clearly deviate to higher
values compared to the positions in Fe due to
the chemical shift. Additionally, FeO shows
clear charge-transfer satellites at slightly higher
binding energies than the main Fe 2p lines.
FeO spectrum and theoretical calculation are
adapted from Ref. [64].

Spin-orbit coupling

The photoemission of a core-level electron creates a core-hole with spin s = 1/2 and angular
momentum l = 0, 1, 2, ... etc., which are often denoted as the familiar s, p, d, ... orbitals. Coupling
of spin and orbital momentum results in an energetic splitting into two non-degenerate states with
total angular momentum j± = l± s. In a semi-classical picture these states can be attributed to a
magnetic coupling of the angular/orbital momentum and the spin with either parallel or antiparallel
alignment. As a consequence, all core-levels with angular momentum l > 0 (all levels except the
s-shells) are each split into two distinct energy levels. In the case of Fe and FeO, as depicted in
Fig. 2.18, the resulting spin-orbit split photoelectron peaks of the Fe 2p spectra denoted as Fe
2p1/2 and Fe 2p3/2, respectively, can be distinguished clearly. The relative intensity ratio of both
photoelectron peaks can be derived by the degree of degeneracy 2j± + 1 of each state:

I−
I+

=
2j− + 1

2j+ + 1
=

2(l − 1
2) + 1

2(l + 1
2) + 1

=
l

l + 1
. (2.64)

This results in an intensity ratio of 1 : 2 for p-, 2 : 3 for d-, 3 : 4 for f -shells.

Satellites

The final state of an atom in the photoemission process is not necessarily present in the energetically
lowest ground state, which contributes to the main photoemission line. Instead, there is a finite
probability of being in an energetically slightly higher excited state. As a consequence, the kinetic
energy of the emitted photoelectron is reduced by the corresponding energy difference. Hence, an
increased binding energy is measured due to the larger difference between initial and final state [cf.
Eq. (2.62)]. These resulting additional lines in the photoemission spectrum are so-called satellites,
which in turn can be divided into extrinsic satellites, which are due to inter-atomic excitations,
and into intrinsic satellites, which originate from intra-atomic relaxations.
In the latter case, the emitted photoelectron is subject to energy loss due to excitation of a second
electron. If this secondary electron is excited into a higher unoccupied state, the emergent peak
is called ’shake-up’ satellite. As this transition is distinctly quantized (for the case of insulators
and semiconductors), shake-up satellites exhibit discrete energy shifts to higher binding energies
compared to the main photoemission line. If the secondary excited electron is emitted into contin-
uum, the corresponding photoemission signal is called ’shake-off’ satellite. Though, in contrast to
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shake-up satellites, these transitions are not discrete, which therefore results in a broad feature in
the photoelectron spectrum typically hidden in the background signal. For the case of metals, the
secondary electron in a shake-up process can be excited into the energetically continuous conduc-
tion band. As the transition probability into these continuous final states decreases gradually with
increasing energy, metals most commonly exhibit an asymmetric tail at the high binding energy
side of the main line in the photoemission spectrum (cf. Fe spectrum in Fig. 2.18). Moreover, due
to the excitation into the conduction band in metals, plasmons with discrete energies can be created
and the respective energy-loss is also seen in the photoemission spectrum by so-called plasmonic
excitation lines at significantly higher binding energies.
One possibility of extrinsic satellites is the consequence of so-called charge-transfer processes, which
are commonly apparent in most transition metal oxides. In FeO, for instance, an electron is trans-
ferred from the O 2p orbital to the Fe 3d orbital. The energy required for this charge-transfer
process is given by

∆ = E(3dn+1L−1)− E(3dnL) , (2.65)

where L denotes the ligand (oxygen) from which an electron is transferred into the (Fe) 3d orbital
that consists of n electrons before the charge-transfer process. The ligand hole is therefore described
by L−1. As the kinetic energy of the photoelectron is reduced by ∆, an additional so-called charge-
transfer satellite appears in the spectrum with an energy difference ∆ shifted to higher binding
energies compared to the main photoemission line (cf. Fig. 2.18 for the example of FeO).

Multiplet splitting

Multiplet splitting arises from spin coupling of unpaired electrons (or holes) in the atom’s core-
levels after photoemission with unpaired electrons in the valence band. This coupling results in
a lot of final state constitutions as also, e.g., spin-orbit splitting and charge-transfer has to be
considered, which in consequence are the origin of an enhanced number of photoemission lines,
so-called multiplets. Though, for electrons emitted from shells with an angular momentum of l > 0
mostly these lines are located closely together and form the total photoemission lines by overlap.

2.5.4 Quantitative analysis and depth profiling

One major advantage of XPS is the quantitative determination of the chemical composition of
near-surface regions or (ultra)thin films. Here, the area below photoemission spectra correspond-
ing to an element of the sample are directly related to the amount of the corresponding element.
However, several factors, such as instrumental parameters of x-ray source and spectrometer as
well as the photoelectric cross-sections for the specific element and atomic subshell and the IMFP
of the excited photoelectrons have to be considered in the determination of elemental quantities.
Further, a background has to be subtracted from the photoemission lines before determining the
areas enclosed by the (elastic) photoemission peaks. In this work, solely the well-known Shirley
background has been subtracted from the analyzed spectra [65].
Within the so-called straight-line-approximation, which assumes a straight trajectory of photoelec-
trons emitted from the sample, the photoemission intensity from orbital j of element i in a thin
film with thickness Df is given by [66,67]

Iij = Sji

∫ Df

0
e−z/λ

′
idz = Sji λ

′
i

(
1− e−Df/λ

′
i

)
. (2.66)
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Here, z is the depth with regard to the film surface from which the photoelectrons are emitted and
λ′i = λi cos(φ) is the effective IMFP at emission angle φ between detector and surface normal. λi
denotes the IMFP for electrons ejected from element i at a given kinetic energy within the film
material (cf. Fig. 2.15). Within this work, the IMFP of photoelectrons is estimated by the TPP-2M
formula, develpoed by Tanuma, Powell, and Penn [68]. The factor Sji for electrons from orbital j
of element i is given by

Sji = F (hν) ·T (Ekin) ·Ni ·A ·σji (hν) . (2.67)

Here, F (hν) denotes the flux density of x-rays with photon energy hν, T (Ekin) is the efficiency of
the spectrometer, Ni gives the number of atoms i per unit volume, A denotes the analyzed sample
area, and σji (hν) is the subshell photoelectric cross-section, which can be defined by

σji (hν) =

∫
dσji (hν)

dΩ
dΩ (2.68)

as the integration of the differential photoelectric cross-section dσji /dΩ over the spherical angle
section dΩ.
Since within most measurements the experimental conditions are held constant, parameters like
the photon flux F (hν) and the analyzed sample area A can be assumed to be constant as well.
Thus, by determining intensity ratios of different elements, these parameters will cancel out and
can therefore be neglected. Further, most instruments are operated in the so-called fixed analyzer
transmission (FAT) mode to obtain an energy-independent resolution (cf. Sec. 4.2.2), which means
that the photoelectrons entering the spectrometer are retarded by a lens system to a specific pass
energy Ep before entering the analyzer. Thus, by determining photoemission intensity ratios only
the transmission of the lens system has to be considered within the factor T (Ekin). The corre-
sponding transmission function of a spectrometer is often provided by the manufacturer but can
also be measured experimentally. In addition, this factor depends on the photoelectron energy but
can be neglected if intensities of photoemission lines are compared, which do not differ significantly
in their kinetic energy (e.g., the 3p photoemission lines of Fe, Co, and Ni).
The anisotropic angular distribution of photoelectrons originating from orbital j of atom i is taken
into account by the differential photoelectric cross-section dσji /dΩ. In most cases, especially for
relatively low photon energies, as in soft XPS, the photoexcitation process is dominated by dipole
transitions [69] and the photoelectric differential cross-section is given within the dipole approxi-
mation by

dσji (hν)

dΩ
=
σ̃ji (hν)

4π

[
1−

βji (hν)

2
P2(cosϑ)

]
(2.69)

for circularly polarized or unpolarized x-rays [70] and by

dσji (hν)

dΩ
=
σ̃ji (hν)

4π

[
1 + βji (hν)P2(cosϑ)

]
(2.70)

for linearly polarized x-rays [71]. Here, σ̃ji (hν) is the total photoelectric cross-section and βji (hν) is
the angular asymmetry parameter for electrons excited from orbital j of atom i, which both depend
on the incident photon energy hν. The terms P2(cosϑ) and P2(cosϑ) are each the second-order
Legendre polynomials with ϑ as the angle between the incident x-ray beam and the propagation
direction of the photoelectrons and ϑ as the angle between x-ray polarization and photoelectron
propagation direction (cf. Fig. 2.19). In most common laboratory XPS systems unpolarized x-rays
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are used and the angle ϑ is fixed at the so-called magic angle of 54.7◦ between x-ray source and
spectrometer. In this case, the polynomial term P2(cosϑ) vanishes and for the use of Al Kα and
Mg Kα radiation, as typical lab-based x-ray sources, values for σji can be extracted from, e.g., the
work of Scofield [72].
For higher photon energies, as used for HAXPES measurements in this work, additional non-
dipole parameters have to be taken into account due to their increasing impact on the differential
photoelectric cross-sections [69]. Thus, one obtains

dσji (hν)

dΩ
=
σ̃ji (hν)

4π

[
1−

βji (hν)

2
P2(cosϑ) +

(
γji (hν)

2
sin2 ϑ+ δji (hν)

)
cosϑ

]
(2.71)

for circularly polarized or unpolarized x-rays and

dσji (hν)

dΩ
=
σ̃ji (hν)

4π

[
1 + βji (hν)P2(cosϑ) + (γji cos2 ϑ+ δji ) sinϑ cosϕ

]
(2.72)

for linearly polarized x-rays [73] with the additional non-dipole parameters γji and δji , both also
depending on the incident photon energy hν. For linear polarization, the additional angle ϕ is
considered, which is the angle between direction of the x-ray beam and the component of the
photoelectron propagation direction projected to the plane normal to the x-ray polarization (cf.
Fig. 2.19). Tabulated values for the parameters σ̃ji , β

j
i , γ

j
i , and δji in the photon energy range of

0.1-10 keV can be found in the works of Trzhaskovskaya et al. [74, 75].
For the case of a multiple thin film stack, the intensity from an element in a buried film is attenuated
exponentially (following Lambert-Beer’s law) by each layer above the film in question. Regarding
bulk material covered by n homogeneous thin films, its intensity Im

b in a multilayer system can be
determined by

Im
b = Sjbλ

′
b

n∏
i=1

e−Di/λ
′
i , (2.73)

where Sjbλ
′
b is the non-attenuated intensity from the bulk material obtained for Df → ∞ in

Eq. (2.66). Thus, the intensity of photoelectrons originating from a buried layer f with film
thickness Df covered by (n− f) layers in a multilayer system is given by

Im
f = Sjfλ

′
f

(
1− e−Df/λ

′
f

) n∏
i=f+1

e−Di/λ
′
i . (2.74)
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Fig. 2.19: Definition of angles and directions
for the description of the differential photoelec-
tric cross-sections of photoelectrons. The di-
rection of the x-ray beam is denoted by k, the
polarization by ε and the photoelectron direc-
tion by p. The angle ϑ is enclosed by p and k,
ϑ is the angle between photoelectron and po-
larization and ϕ gives the angle between k and
the projection of p to the plane normal to ε.
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Due to the angular dependence of the effective IMFP λ′i, so-called depth-profile measurements
can be performed by varying the photoelectron detection angle in relation to the sample surface.
For large angles φ between surface normal and detector the effective IMFP λ′i is decreased and,
thus, the contribution of the near-surface region to the total photoemission signal is increased,
enhancing the surface sensitivity compared to detection normal to the surface. Hence, by varying
φ the information depth is varied and depth-dependent measurements can be performed, providing
information about the composition as a function of depth and also about film thicknesses in a
multilayer system. A variation of the emission angle φ can be realized by either tilting the sample
with respect to the analyzer between the single measurements or by using a wide-angle detector
allowing for parallel data acquisition in a wide angular range. The latter method for angle resolved
XPS/HAXPES measurements is used in this work (cf. Sec. 4.3.2).

2.6 X-ray absorption spectroscopy

Analogous to XPS, x-ray absorption spectroscopy leads to valuable information like the chemical
composition and the electronic structure of the investigated material. Further, the local symmetry
of the respective elements in a solid, as, for instance, the crystal field symmetry around a transition
metal in TM oxides or TM ferrites, can be probed by analysis of XAS data. In this chapter, the
principle of XAS is described first, followed by a phenomenological description of effects, which
determine the XAS signals and are considered within the calculations of respective spectra.

2.6.1 Principle of XAS

Like XPS, XAS is a core-level spectroscopic technique, where core-electrons of the investigated
material are excited due to absorption of incident x-rays (internal photoelectric effect). In contrast
to XPS, the excited electron is not emitted into continuum, but rather excited into unoccupied
states in the band structure of the material [cf. Fig. 2.21(a)]. Thus, this technique merely probes
the unoccupied states of the material in question.

sample

hν

e

A

x-ray
fluorescence

-hν

hν

z

I
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(a) (b)

Fig. 2.20: Principle sketch of different absorption spectroscopy measurements. (a) For very thin (or
liquid) samples, absorption can be measured in transmission geometry, recording the transmitted light
intensity I in relation to the initial intensity I0. (b) Secondary excitation processes such as fluorescence
or Auger electron emission can be measured to gain information about the absorbed intensity of thicker
(solid) samples. Fluorescent light can be measured by a photon detector (fluorescence yield) and stems
from several µm within the sample. Auger electrons produce an electron cascade by exciting further
electrons. The total electron yield is very surface sensitive (nm range) and can be recorded by measuring
a drain current from ground to the sample to compensate for the charge loss.

The absorption process is quantified by the energy-dependent absorption coefficient µ of a material,
which is defined by the amount of absorbed intensity when light passes through the material in
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Fig. 2.21: (a) Schematic drawing of the photoexcitation process in XAS, where core-electrons are excited
into unoccupied states of the valence band. Here, excitation from the two spin-orbit split 2p orbitals
are depicted exemplarily. An x-ray photon energy hν1 is large enough to excite a core-electron from
the 2p3/2 level into an unoccupied state above the Fermi level EF, resulting in increased absorption. If
the photon energy is further increased (hν2 > hν1) also the stronger bound 2p1/2 electrons are excited,
giving a second absorption line. (b) Exemplary x-ray absorption spectrum for the excitation from 2p
levels for the case of Fe in Fe3O4. Excitation of the spin-split 2p3/2 and 2p1/2 electrons results in increased
absorbed intensity, denoted as the Fe L3 and Fe L2 absorption edges, respectively.

question. Following Lambert-Beer’s law, the transmitted intensity I of light passing through a
sample of thickness z is given by

I(hν) = I0(hν) e−µ(hν) z (2.75)

with I0 as the initial intensity. Thus, µ(hν) could be determined straightforwardly by recording
the transmitted intensity I(hν) in relation to the incident intensity I0(hν) [cf. Fig. 2.20(a)] by
varying the photon energy hν and applying Eq. (2.75). However, as the x-ray attenuation length
λEAL(hν) = 1/µ(hν) (EAL: effective attenuation length) in solids is in the µm range (far beyond
absorption edges), only very thin samples could be measured, since otherwise the x-ray beam is
completely damped by the material.
As an alternative, the photon absorption can be measured by detecting the decay processes of
the emergent core-hole. Within the absorption process the final excited state decays by refilling
the core-hole by an electron from an energetically higher state. The resulting gain in energy can
be released by either emitting (i) fluorescent x-rays or (ii) secondary excited Auger electrons [cf.
Fig. 2.20(b)]. In case (i), the emitted fluorescent x-rays can be easily detected by a photon detector
and are directly related to the absorption coefficient. An advantage of this fluorescent yield (FY)
detection is that the attenuation length λEAL of the x-ray fluorescence light is of the same order
as the one of the initial x-rays, yielding high probing depths in the µm range. However, x-ray
absorption spectra recorded by the FY method often suffer from saturation effects due to self-
absorption [76–79].
The secondary excitation of Auger electrons in case (ii) is dominating for initial x-ray energies in
the soft x-ray regime (hν≤ 3 keV) [57]. In this case, the Auger electrons travel through the material
to leave it at the sample surface. On their way through the material, the Auger electrons can excite
further electrons producing an electron cascade which is emitted from the sample. The sum of all
electrons escaping the sample is called total electron yield (TEY) and can be detected by measuring
a drain current from ground to the sample that compensates for the resulting charge due to electron
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emission. An advantage of the TEY method is the amplification of the absorption signal due to
the evolving electron cascade. Hence, even small deviations of the absorption coefficient µ(hν)
can be detected. However, as the information depth of the TEY mode is limited to the IMFP of
the excited electrons, only near-surface regions in the topmost few nanometers of the investigated
sample can be probed. In this work, only the TEY mode is used for detection of x-ray absorption
spectra.
An exemplary x-ray absorption spectrum for absorption of electrons from the Fe 2p levels into the
unoccupied 3d states in Fe3O4 is depicted in Fig. 2.21(b). The main absorption peaks are denoted
as L3 and L2 absorption edges, corresponding to absorption from the spin-orbit split Fe 2p3/2 and
Fe 2p1/2 orbitals, respectively.

2.6.2 Multiplet calculations for XAS

After photoabsorption in XAS the excited electron still occupies a state within the material. Thus,
the dipole selection rules have to be fulfilled for this transition, i.e., the total angular momentum
has to change by ∆j = ±1, the spin momentum has to be conserved (∆s = 0), and mj as the z-
component of the total orbital momentum has to change by ∆mj = 0, ±1. The probability for these
transitions can still be described by Fermi’s golden rule [cf. Eq. (2.60)], where the dipole transition
matrix elements, consisting of the initial and final state wave functions, as well as the transition
operator T , are only non-vanishing for allowed transitions. However, for a system consisting of
multiple electrons, there are numerous further transitions from initial to final states that occur
compared to the single-electron-picture, which all contribute as multiplets to the absorption spectra.
To describe x-ray absorption spectra, i.e., of transition metal oxides or ferrites as used in this work,
theoretically by calculations of the multiplet structure, further effects essentially resulting from
the bonding of the TM cation to oxygen ligands have to be considered. Here, the influence of
the local symmetry of the respective cation surrounded by oxygen anions in different geometries
leads to so-called ligand field splitting of the energetic states. Further, charge-transfer processes
(cf. Sec. 2.5.3) between transition metal cation and oxygen anion have to be taken into account as
well. Both effects are described qualitatively in the following. A detailed theoretical derivation of
the respective dipole matrix elements in Eq. (2.60) for XAS can be found in Ref. [57].

Ligand field splitting

The ligand field theory is completely based on an electrostatical approach, but serves well for the
description of properties of, e.g., transition metal complexes. Here, the ligand field splitting is
described in terms of a transition metal cation, which is bound by its d orbitals to the surrounding
oxygen ligands in different geometries (cf. Fig. 2.22). If the (TM) cation is assumed to be isotropi-
cally surrounded by the charges of the (oxygen) ligands, it can be regarded as located in the center
of a spherical electrostatic field. Due to the Coulomb repulsion of electrons from cation and ligand,
this state is energetically enhanced compared to the free cation. Though, as the isotropic field
shifts all energy-levels to the same extent, no further splitting of energy levels occurs so far.
However, if the ligand charges occupy positions corresponding to the real ligand positions of the
complex in a crystal, e.g., the corners of octa- or tetrahedra around the cation, the resulting elec-
trostatic field is anisotropic. In this case, the mean energy of d states remains unchanged as in the
isotropic case, but the energy of orbitals that are directed towards the ligands is enhanced, while
the energy levels of orbitals located between the bonding directions are decreased. This energy
splitting due to the (electrostatic) ligand fields is known as ligand field splitting.
The transition metal cations in the investigated spinel-type ferrites (i.e., NiFe2O4 and CoFe2O4,
cf. Chap. 3) are either octahedrally or tetrahedrally coordinated by O2− anions. In the case of
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Fig. 2.22: Principle of ligand field
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octahedral coordination, the ligand (or crystal) field splitting of the 3d electrons results in three
lower energy levels (for the coordinate system in Fig. 2.22: dxy, dxz, dyz), denoted as the t2g states,
and two energetically higher states (dz2 , dx2−y2), denoted as eg levels. For tetrahedral coordination
of the respective cation, the energy levels split into three degenerate higher t states and two degen-
erate lower e levels. The energy difference between t2g (or t) and eg (or e) states, denoted as 10Dq,
is lower for tetrahedral symmetry compared to octahedral coordination and is a crucial parameter
in the ligand field multiplet (LFM) calculations as it contributes significantly to the shape of the
x-ray absorption spectra.

Charge-transfer

In the case of transition metal oxides or ferrites, charge-transfer occurs between the oxygen ligand
and the TM cation. Here, a 2p electron of the oxygen atom is transferred to an unoccupied 3d
orbital of the respective TM cation. However, the transferred electron still has a finite probability
of being located in the 2p orbital of its originating oxygen atom, which can be taken into account by
assuming only partial charge-transfer processes. In the case of L edge absorption within the cation,
this can be realized by mixing the transitions from the initial 3dnL to the final 2p53dn+1L states
for neglecting charge-transfer processes with the transitions considering complete charge-transfer
from the 3dn+1L−1 ground to the 2p53dn+2L−1 final states (cf. Fig. 2.23).
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Fig. 2.23: Comparison of the en-
ergies of ground (Eg1 , Eg2) and fi-
nal states (Ef1 , Ef2) for photoab-
sorption from 2p to 3d states as-
suming complete charge-transfer be-
tween ligand L and TM cation (up-
per part) and neglecting charge-
transfer (lower part). For clarity,
only the ligand field split 3d levels
are shown. ∆ is the charge-transfer
energy and Udd and Upd are the po-
tentials resulting from Coulomb in-
teractions between d electrons and
between core-hole (in the p orbital)
and d electrons, respectively.
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Chapter 2: Theoretical background

As known from Eq. (2.65), the ground state energy Eg2 = E(3dn+1L−1) is given by the charge-
transfer energy ∆ if the ground state energy Eg1 = E(3dnL) without charge-transfer is (w.l.o.g.)
set to zero (in fact, ∆ describes only the difference between the lowest states of each constitution,
but the difference between the total energies is well approximated by Eg2−Eg1 ≈ ∆). If transitions
in both cases are mixed, also the two final state energies Ef1 and Ef2 = Ef1 + ∆ +Udd−Upd for the
cases without and with charge-transfer, have to be taken into account, respectively [57]. Here, Udd
describes the Coulomb repulsion between d electrons and Upd the interaction between the emergent
core-hole (in the p orbital) and the d valence electrons. All three parameters, ∆, Udd, and Upd
are considered within the so-called charge-transfer multiplet (CTM) theory for the calculation of
absorption spectra. In this work, the CTM theory is used under consideration of the ligand field
splitting (see above) for XAS calculations of the respective TM cations.

2.7 X-ray magnetic circular dichroism

X-ray magnetic circular dichroism describes the difference between x-ray absorption of a magnetized
sample obtained with oppositely circularly polarized light. Thus, on the one hand, XMCD provides
the same chemical, electronic, and local symmetry information as XAS. Though, on the other
hand, element specific information about the magnetically involved atoms in ferro- or ferrimagnetic
material (cf. Sec. 2.8) can also be obtained by analysis of XMCD data. In the following, the
principle of XMCD is briefly described first, followed by a presentation of the sum rule analysis
applied for XMCD spectra of transition metal cations.

2.7.1 Principle of XMCD

XMCD is based on the differences for absorption of circularly polarized x-rays with opposite po-
larization directions. If XAS spectra of a ferri- or ferromagnetic material are measured with left
circularly polarized (LCP) and right circularly polarized (RCP) x-rays (and polarization7 and mag-
netization directions are not perpendicular), both recorded absorption spectra differ. This effect
is known as x-ray magnetic circular dichroism, which was first theoretically described by Erskine
and Stern in 1975 [80] and first experimentally verified by Schütz et al. in 1987 [81]. Following
the theoretical description of Erskine and Stern, the XMCD effect can be basically explained by a
simple two-step process. First, the polarized x-rays excite electrons with merely one spin direction,
which, in a second step, are detected by the exchange split valence shell [cf. Fig. 2.25(a)]. In the
following, this two-step model is described in more detail.
In the first step, the well-defined angular momentum of the circularly polarized photon is trans-
ferred to the excited electron. In the absence of spin-orbit splitting, the angular momentum of the
photon is completely transferred to the orbital momentum of the electron [82]. This is the case,
e.g., for the excitation from atomic s core levels. In contrast, if the core state from which the
electron is excited is split by spin-orbit interaction, e.g., regarding the excitation from 2p3/2 and
2p1/2 substates, the photon angular momentum can also be transferred in part to the spin, which
results in a preferential excitation of one spin direction. This is known as the Fano effect, which
describes the spin polarization of electrons originating fom spin-orbit coupled orbitals [83]. This
effect can be understood by considering the transition probabilities and the respective transition
matrix elements in Fermis golden rule [cf. Eq. (2.60)] for circularly polarized photon absorption of
spin-orbit split states and in the simplification of regarding the absorption process in a one-electron
picture [80, 82]. Though, due to reasons of complexity, the derivation of the transition matrix ele-
ments is not explicitly shown here but can be followed in more detail in the initial determination

7the quantization axis of the circular polarization is considered as being parallel to the beam direction
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Fig. 2.24: Allowed transitions for (a) L2 absorption and (b) L3 absorption of right circularly polarized
(RCP) light in the one-electron picture, assuming spin-orbit coupling in the 2p core levels but no spin-orbit
coupling in the 3d states. The contributing substates are expressed as |ml, s〉 eigenstates to follow the
allowed transitions considering the dipole selection rule ∆ml = +1 for RCP light. The mj states in the
2p orbitals are each formed by superposition of two |ml, s〉 eigenstates, each weighted by the respective
Clebsch-Gordan coefficients. The respective transition probabilities result from the determination of
the transition matrix elements in Fermis golden rule and are denoted additionally. As a result, the
expectation value of the spin in photon beam direction z is 〈σz〉 = −0.5 after L2 and 〈σz〉 = +0.25 after
L3 absorption, expressing the respective spin polarization at each absorption edge. The corresponding
value of the orbital moment 〈lz〉 = +1.5 is constant for both edges.

of Bethe and Salpeter [84] and in further subsequent publications as, e.g., in Refs. [80, 85,86].
As a main result of these considerations, one obtains different absorption cross sections for the
excitation of electrons with different spin directions from the spin-orbit split states by the incoming
photons of the same helicity [80, 85]. This behavior for the example of allowed 2p1/2 → 3d (L2

edge) and 2p3/2 → 3d transitions (L3 edge), as typically investigated in 3d transition metals, for
absorption of RCP light is schematically visualized in Fig. 2.24, based on an atomic picture in the
one-electron model. For simplicity, spin-orbit coupling in the 3d states is neglected here. Further,
the mj states in the 2p1/2 and 2p3/2 orbitals are expressed by a superposition of the contributing
eigenstates |ml, s〉, which are weighted by the Clebsch-Gordan coefficients (spin-up and spin-down
states are denoted by ↑ and ↓, respectively). For an allowed transition, the dipole selection rules
∆l = ±1, ∆ml = ±1, ∆s = 0 (and ∆mj = ±1) for absorption of RCP (+) or LCP (-) light have to
be considered. The probabilities for the allowed transitions, which result from the determination
of the transition matrix elements in Fermis golden rule [cf. Eq. (2.60)], are denoted additionally.
By separately summing up the transition probabilities for spin-up and spin-down states, one can
straight-forwardly determine the spin polarization of the excited electrons: if RCP (LCP) light is
used, 62.5% of the excited electrons from the 2p3/2 level (L3 edge) are spin-up (spin-down) and
37.5% are spin-down (spin-up) electrons [cf. Fig. 2.24(b)]. In contrast, the electrons excited from
2p1/2 levels (L2 edge) are 75% spin-down (spin-up) and 25% spin-up (spin-down) when using RCP
(LCP) light [cf. Fig. 2.24(a)]. As a consequence of this, the expectation value of the spin in photon
beam direction z is 〈σz〉 = −0.5 after L2 and 〈σz〉 = +0.25 after L3 absorption, while the corre-
sponding value of the orbital moment 〈lz〉 = +1.5 is constant for both edges. Thus, due to the
opposite spin-orbit coupling at 2p3/2 (j+ = l+s) and 2p1/2 levels (j− = l−s), the spin-polarization
is opposite at the two edges L3 and L2. Though, the determined spin-polarization values are only
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Fig. 2.25: (a) Schematic drawing of the XMCD process in a magnetized ferri-/ferromagnetic 3d tran-
sition metal. The density of states (DOS) is split into spin-up and spin-down states. The absorption of
left or right circularly polarized x-rays (negative or positive helicity) results in a spin polarization of the
excited electrons. Here, solely the preferential absorption of spin-up electrons by positive helicity and
spin-down electrons by negative helicity at the L3 edge are indicated. The exchange split conduction
bands exhibit differently unoccupied states, which act as a spin detector. (b) Exemplary Fe L2,3 XAS
spectra of a thin Fe3O4 film recorded with parallel alignment of circular x-ray polarization and magne-
tization (µ+) and antiparallel alignment (µ−). The difference of both spectra forms the XMCD signal
µXMCD.

valid in the simple one-electron model. In a more realistic case of multiple electrons in the initial
and final states, Coulomb and exchange interactions should be considered as well (as it is done in
multiplet calculations of x-ray absorption, cf. Sec. 2.6.2), resulting in significant modifications of
the polarization values determined here. Note that within this first step of the two-step absorption
process the discussed effects are independent of the magnetic properties of the sample.
The magnetic properties enter in the second step, where the electron is excited into an empty
state in the conduction band. As the spins of a ferri-/ferromagnetic material are aligned, e.g., by
applying an external magnetic field, the conduction band exhibits differently unoccupied spin split
states [cf. Fig. 2.25(a)]. Thus, there are more empty states for one spin direction than for the
opposite one and the excited and already polarized electrons (see above) are in turn weighted by
the unoccupied states above the Fermi level. The conduction band therefore acts as a spin-detector
accepting more electrons of one spin orientation.
In practice, the XMCD spectrum is obtained by recording two XAS spectra with either reversed
helicity of the incoming photon and a constant magnetization or with reversed magnetization di-
rection of the sample and a constant polarization. The difference

µXMCD(hν) = µ+(hν)− µ−(hν) (2.76)

between both XAS signals (µ+ and µ− for, e.g., right and left circular polarization with constant
magnetization) then represents the XMCD signal, as exemplarily depicted in Fig. 2.25(b) for the
case of the Fe L2,3 edges of a thin Fe3O4 film. Experimentally, usually both configurations, i.e.,
reversal of the magnetization direction with constant polarization and reversing polarization direc-
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2.7 X-ray magnetic circular dichroism

tion with constant magnetization, are measured. With this, spectra with similar relative alignment
of polarization and magnetization directions can be averaged to discriminate artifacts from the
dichroic signal and eliminate influences of the experimental components, which differ for, e.g., both
polarization orientations.

2.7.2 Sum rules

XMCD data not only provides information about the chemical and electronic structure of the
investigated material, but also contains element specific information about the separate spin and
orbital magnetic contributions. Due to the spin polarization, XMCD measurements of, e.g., 2p→ 3d
transitions of 3d transition metals, can be directly correlated with the spin magnetic contributions
of the respective element. As the spin polarization is reversed between 2p1/2 → 3d and 2p3/2 → 3d
transitions, the XMCD signals at L2 and L3 edges is also reversed in sign, if the spin magnetic
contribution to the overall magnetic moment of the element is predominant. Further, since the
orbital momentum is directly connected to the absorption of a circularly polarized photon by
∆ml = ±1, the XMCD signal also contains information about the orbital magnetic contribution
of the respective element. In contrast to the solely spin polarized XMCD signal, both L2 and L3

edges exhibit the same sign of orbital polarization. As a consequence, the total XMCD signal at
the L2,3 absorption edges is generally a superposition of both spin and orbital contributions.
By applying the so-called sum rules derived by Thole et al. and Carra et al. [87, 88] and first
successfully confirmed by Chen et al. [89], the separate orbital and spin magnetic moments morb

and mspin (in units of µB/atom) of 3d transition metals can be determined from TM L2,3 XMCD
data via

morb = −
4
∫
L3+L2

(µ+ − µ−)dE

3
∫
L3+L2

(µ+ + µ−)dE
(10− n3d) (2.77)

and

mspin = −
6
∫
L3

(µ+ − µ−)dE − 4
∫
L3+L2

(µ+ − µ−)dE∫
L3+L2

(µ+ + µ−)dE
(10− n3d)

(
1 +

7 〈Tz〉
2 〈Sz〉

)−1

. (2.78)

Here,
∫
L3
dE and

∫
L3+L2

dE denote the integrals over the sole L3 edge and the complete L2,3 edges,
respectively, and (µ+ − µ−) represent the XMCD and (µ+ + µ−) the summed XAS spectra. The
number of occupied 3d states in the respective TM cation is given by n3d. 〈Tz〉 and 〈Sz〉 denote the
expectation values of the magnetic dipole operator and of the total spin in z-direction. In the bulk
of cubic crystals, the last term 7 〈Tz〉 /2 〈Sz〉 � 1 and can therefore usually be neglected. Fig. 2.26
illustrates the sum rule analysis exemplarily at the Fe L2,3 absorption edges of a thin Fe3O4 film.
The parameters p and q denote the integrated intensities

p =

∫
L3

(µ+ − µ−)dE , (2.79)

q =

∫
L3+L2

(µ+ − µ−)dE (2.80)

of the sole L3 edge and the complete L2,3 edge in the XMCD spectrum, respectively, whereas

r =

∫
L3+L2

(µ+ + µ−)dE (2.81)
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rameters p, q, and r for the sum rule analy-
sis of XMCD data for the example of Fe L2,3

edge spectra of a thin Fe3O4 film. (a) The pa-
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∫
L3+L2
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∫
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tegrated values over the sole L3 and the com-
plete L2,3 edges in the XMCD spectrum, which
is given as the difference between both XAS
spectra measured with parallel and antiparallel
alignment of the polarization and magnetiza-
tion directions (µ+ − µ−).

is the integrated L2,3 intensity of the summed XAS spectra. Although this determination illustrates
the powerful character of XMCD, since orbital and spin magnetic moments can be determined
element specifically in a rather simple way, it should be noted that the sum rule analysis for Fe,
Co, and Ni cations is subject to an uncertainty of up to ±30% [90].

2.8 Matter in magnetic fields

To describe the magnetic properties of a material the magnetization

M =
1

V

∑
j

mj (2.82)

as a summation over all atomic moments mj normalized to the material’s volume V can be intro-
duced. If the material is placed in an external field H, its response is given by

M = χ̂H (2.83)

with the second-order tensor χ̂ as the material’s magnetic susceptibility, which indicates how strong
and in which way the material reacts to the external field H. As a result, the total magnetic flux
density (or magnetic induction) B induced by a material in a magnetic field H is given by

B = µ0 (M + H) (2.84)

= µ0 (1+ χ̂)H (2.85)

= µ0 µ̂rH , (2.86)

where µ0 denotes the vacuum permeability (or magnetic field constant) and the second-order tensor
µ̂r = 1 + χ̂ denotes the relative permeability, which indicates (as its denotation suggests) how
permeable the material is to the magnetic field (material, which concentrates a large amount of
flux density in its interior, exhibits high magnetic permeability). Various kinds of substances can be

42



2.8 Matter in magnetic fields

divided into different classes of magnetic behavior based on their response to an external magnetic
field (and can therefore be indicated by their magnetic susceptibility value χ):

� Diamagnetism
Diamagnetic substances exhibit no (atomic) magnetic moments in the absence of a magnetic
field. However, by applying an external magnetic field to a diamagnetic material, magnetic
moments with antiparallel alignment to the applied magnetic field are induced (Lenz’s law).
This behavior results in negative (and small) values for χ and relative permeability values µr
slightly lower than one. Consequently, diamagnetic materials tend to exclude the magnetic
field out of their interior, leading to a smaller magnetic flux density inside the material
compared to the outside.

� Paramagnetism
Paramagnetic materials, in contrast to diamagnetic substances, already exhibit magnetic
moments without an external magnetic field. However, these magnetic moments (which
in general result from orbital and spin magnetic moments of the electrons) are randomly
oriented, resulting in a vanishing overall magnetization. An external magnetic field causes
a (rather weak) alignment of these magnetic moments, resulting in an increased magnetic
flux within the material compared to the magnetic flux outside of it. Thus, paramagnets are
characterized by a small and positive susceptibility χ and a slightly bigger value than one for
the relative permeability µr.

� Ferro-, ferri- and antiferromagnetism
In ferro-, ferri- and antiferromagnetic materials, spontaneous magnetic ordering occurs with-
out an applied external field (below a critical material dependent temperature). The origin of
this behavior is the (quantum mechanical) exchange interaction between permanent magnetic
dipole moments, causing a collective alignment of these moments. In ferromagnets, all exist-
ing moments tend to line up in the same direction [cf. Fig. 2.27(a)]. If the temperature of the
ferromagnetic material is increased above its so-called Curie temperature TC, the ferromag-
netic ordering vanishes and the material becomes paramagnetic. In contrast to ferromagnets,
antiferromagnets exhibit (at least) two magnetic sublattices with the exact same magneti-
zations, but with antiparallel alignment, resulting in a vanishing overall magnetic moment
[cf. Fig. 2.27(b)]. This ordering is maintained for temperatures below the material’s Néel-
temperature TN, upon which the antiferromagnetic ordering transforms into a paramagnetic
state. Ferrimagnets also consist of antiparallel magnetic sublattices as in antiferromagnets,
but with different absolute magnetization values, resulting in only partial compensation of
magnetic moments and a finite net magnetization [cf. Fig. 2.27(c)]. Below the critical tem-
perature, ferri- and ferromagnets exhibit susceptibilities and permeabilities and, thus, inner
magnetic flux densities, which are several orders of magnitude larger than for paramagnets
or antiferromagnets. Both, χ and µr, are non-linear functions of the applied magnetic field.

As this work focuses on the characterization of ferrimagnetic thin ferrite films (cf. Chap. 3), the
principles of collective magnetic ordering (ferro-, ferri- and antiferromagnetism) are described in
the following in more detail, based on formulations in Refs. [40, 91–94].

2.8.1 Collective magnetism

Collective magnetism is a phenomenon of, i.e., solids, which is based on the exchange interaction
between atomic magnetic moments, resulting in spontaneous magnetic ordering within the material
without applying an external magnetic field. As the classical dipole-dipole interactions between
magnetic atoms of a crystal are too small (∼ 0.1 meV [40]) to explain the phenomenon of collec-
tive magnetic ordering, the origin of the underlying exchange interactions is only accessible via a
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(b) Antiferromagnetism(a) Ferromagnetism (c) Ferrimagnetism

Fig. 2.27: Alignment of atomic magnetic moments in the three types of collective magnetic ordering.
(a) Ferromagnets exhibit parallel alignment of magnetic moments (red arrows). (b) Antiferromagnetic
materials exhibit atomic sublattices with antiparallel magnetic alignment (red and blue arrows), result-
ing in a vanishing overall magnetization. (c) As in antiferromagnets, ferrimagnetic materials exhibit
antiferromagnetically coupled sublattices, but with each exhibiting different magnetization values due to
different absolute atomic moments (red and blue arrows of different size). This results in a non-vanishing
overall magnetization.

quantum mechanical approach.
In solid states the atomic energy levels overlap and form energy bands, resulting in a continuous
density of states (DOS) within these bands. In contrast to metals, where the conduction band
is occupied by quasi-free conduction electrons, insulators (and semiconductors) exhibit an energy
band gap Eg between valence and conduction band, resulting in an unoccupied conduction band if
the band gap is large enough. Hence, no electric conducting behavior is obtained and the crystal
electrons of insulators can be described as quasi-localized at the positions of the corresponding
lattice atoms. The investigated ferrite films in this work (i.e., NiFe2O4 and CoFe2O4; cf. Chap. 3)
have essentially insulating character. Thus, the electrons, which are responsible for the magnetic
behavior of these materials (i.e., electrons of the partially filled 3d bands of the transition metals),
can be treated as quasi-localized at their atomic lattice positions.
To understand the collective magnetic ordering in insulators, the simple picture of two electrons on
adjacent lattice sites is considered. Regarding the Pauli principle, the overall wave function of both
electrons, which consists of a spin and a spatial part, has to be antisymmetric. Thus, either the
spin wave function has to be antisymmetric (meaning antiparallel spin alignement) and the spatial
wave function symmetric (meaning the electrons are localized closely together) or vice versa.
For antiparallel spin alignment, the spatial wave function is symmetric and both electrons are lo-
calized closely together. This in turn increases the potential energy due to the Coulomb interaction
between both electrons. In contrast, for parallel spin alignment and therefore antisymmetric spatial
parts, the potential energy is decreased. However, due to the Pauli principle, electrons with parallel
spin alignment have to occupy different energetic states, resulting in an increase of their kinetic
energy. As a consequence, potential and kinetic energies are competing with each other in terms
of minimizing the total energy.
Werner Heisenberg found that both arrangements can be described only by the interaction between
the spins, which can be understood considering that the symmetry of the spatial wave function
is dependent on the spin part. Hence, the energetic description of interacting electrons can be
described by the Heisenberg model [95], which generalizes the interaction to many-electron atomic
spins Si of the i-th atom. Hereby, the Hamiltonian for the spin-spin interaction between pairs of
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atoms on sites i and j of a lattice is given by

H = −2
∑
i>j

Jij Si ·Sj (2.87)

with Si and Sj as dimensionless spin operators, describing the many-electron atomic spins of the
respective atoms. Jij is the so-called exchange integral (or simplified: exchange constant) and
describes the type and strength of exchange interaction between atom i and j. If only adjacent
atoms and identical atom pairs are considered, the exchange constant simplifies to J . For positive
values of J , Eq. (2.87) is minimized by parallel spin alignment, meaning ferromagnetic ordering.
In contrast, antiparallel alignment is preferred for negative exchange constants J , resulting in
antiferromagnetic ordering.

2.8.2 Exchange interactions

The exchange interaction described by the exchange constant J depends on the overlap of the
electron wave functions of the contributing lattice atoms. Here, one option is the direct overlap
of the electron wave functions of adjacent magnetic atoms (as described above), resulting in direct
exchange interaction, depicted in more detail in the following. However, the exchange interaction
can also be mediated by atoms lying in between the magnetic atoms, which thereby leads to indirect
exchange mostly determining the magnetic properties of several oxides. In particular, transition
metal ferrites, as used in this work, exhibit two most common indirect exchange interactions,
namely superexchange and double-exchange, which are also described in the following. As all
presented exchange interactions can be understood by virtual electron hopping from one atom to
another, the theoretical model to describe these processes (Mott-Hubbard model) is explained first.

Mott-Hubbard model

To describe the principle of direct and indirect exchange interactions in energetical terms, virtual
electron hopping between adjacent atoms is considered. Here, the virtual hopping process can be
regarded as a temporal hopping of one electron to the adjacent site and back again. Following the
tight-binding model, the atoms are treated in a single atom picture and the overlap of the electron
functions of adjacent atoms is handled as a perturbation to this.
With regard to the minimization of the total energy, both competing energy contributions, the
Coulomb and the kinetic energy, have to be considered. A reduction of the kinetic energy results in
a delocalization of the electrons8 and therefore increased electron hopping, which is characterized
by the hopping energy (or interatomic transfer integral) t. In contrast, the Coulomb energy U ,
which accounts for repulsion of the electrons, is reduced by preferably large electron distances,
leading to a localization at the atomic lattice sites. Both competing mechanisms as well as the
Pauli principle are considered within the Mott-Hubbard model for the description of the hopping
process between adjacent lattice sites [96, 97]. Here, only the case for one orbital consisting of one
electron per lattice atom is depicted for simplicity. The resulting Hamiltonian within this model is
then given by

H = −t
∑
〈i,j〉,σ

(
c†i,σcj,σ + c†j,σci,σ

)
+ U

N∑
i=1

ni,↑ ni,↓ (2.88)

8The delocalization of the electrons due to a decreased kinetic electron energy is a consequence of the Heisenberg
uncertainty principle of momentum p and position x: ∆p∆x ≥ ~/2. With this, the kinetic energy can be expressed
as p2/2me ≈ ∆p2/2me ∝ ~2/(2me(∆x)2). A reduction of kinetic energy therefore leads to larger uncertainty ∆x
and, thus, delocalization.
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with the first sum running over all adjacent lattice sites 〈i, j〉 and spins σ (↑ or ↓). Here, c†i,σ is the
creation and ci,σ the annihilation operator for an electron with spin σ on lattice site i. The product

c†i,σcj,σ therefore transfers an electron from site j to site i with the hopping energy t. For increasing
t, the kinetic energy of the electrons is reduced, resulting in a delocalization and the formation of
bands with a width W ∝ t [91]. The counting operator ni,σ = c†i,σci,σ equals one if an electron with
spin σ is located on site i and vanishes otherwise. Hence, the second term of Eq. (2.88) accounts
for the Coulomb repulsion U between two electrons located on the same lattice site.
For small values of U (U � W ), the second term of the model Hamiltonian given in Eq. (2.88)
becomes negligible and the model transforms into the description of a metallic state. In contrast,
if the on-site repulsion U becomes reasonably larger than the band width W , the electrons tend
to avoid multiple occupancies of a lattice site. The remaining finite hopping amplitude results in
antiferromagnetic spin alignment of the quasi-localized electrons [40]. Moreover, splitting into two
seperate bands occurs with a lower filled band and a higher empty band, exhibiting an energy gap
in between. Thus, with increasing U/W ratios the band structure migrates from a metallic to an
insulating state, which is also known as the Mott-Hubbard (metal-insulator) transition.

Direct exchange

The direct exchange interaction results from a direct overlap of the neighboring electron wave
functions of the atoms with a magnetic dipole moment. Fig. 2.28 schematically shows the virtual
electron hopping processes and, thus, the direct exchange between magnetic atoms with half-full,
almost empty or almost full d shells. For the case of half-filled shells, there is no ferromagnetic
exchange, since hopping from one shell to another with the same spin direction, as depicted in
Fig. 2.28(a), would contravene the Pauli exclusion principle. Hence, direct exchange of half-filled
shells is necessarily antiferromagnetic, since the energy gain associated with overlapping wave
functions of neighboring atoms is only achieved for antiparallel spin alignment [cf. Fig. 2.28(b)].
In contrast, nearly empty or nearly filled shells tend to be ferromagnetic [91], since in both cases
electrons can hop into empty states while preserving their spin [cf. Figs. 2.28(c)-(d)].

i j i j

i j i j
(a) (b)

(c) (d)

Fig. 2.28: Schematical drawing of direct
exchange by virtual electron hopping be-
tween d shells of two neighboring atoms
i and j. (a) Direct electron hopping be-
tween half-filled d shells with parallel spin
alignment is forbidden due to the Pauli ex-
clusion principle. (b) Direct exchange of
half-filled shells therefore results in antifer-
romagnetic ordering. (c) Almost empty or
(d) almost filled shells merely lead to ferro-
magnetic ordering, since electrons can hop
into empty states of the neighboring shell
while preserving the spin direction.

Superexchange

As mentioned above, the orbitals of the atoms with magnetic moments have to overlap for a direct
exchange. Instead, if the distance between the magnetic atoms is large, the overlap of the electron
wave functions vanishes and direct electron hopping becomes rather unlikely. However, the exchange
interaction between atoms with magnetic dipole moments can still be mediated by atoms or ions
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Fig. 2.29: Schematical drawing of the O2− medi-
ated superexchange interaction between two Mn2+

cations in MnO. The spin in the 3dz2 orbital of the
Mn2+ cation couples with the spins in the filled
O 2pz orbital, resulting in antiparallel spin align-
ment at each bond and, thus, antiferromagnetic su-
perexchange between the Mn2+ ions. For clarity,
only the coupling orbitals (Mn 3dz2 and O 2pz) are
depicted. The four remaining 3d spins of the Mn2+

ions are also shown.

localized in between. One common indirect interaction is called superexchange, which occurs in
several oxides and, in particular, in transition metal ferrites such as NiFe2O4 and CoFe2O4.
Here, the principle of superexchange interaction is described for the example of MnO, where the
spin interaction of two Mn2+ ions (with half-filled 3d shells) is coupled by a diamagnetic O2− ion,
which is located in between and exhibits a completely filled 2p shell. Due to the overlap of the Mn 3d
and O 2p orbitals, spin coupling between the electrons of the Mn2+ and O2− ions occurs, resulting
in an indirect exchange of the moments of both Mn2+ cations (cf. Fig. 2.29). The spin coupling
can be described by a virtual hopping process of an electron from the O 2p orbital (here, pz orbital)
into the overlapped 3d orbital (dz2 orbital) of the Mn2+ ion and back again. This hopping process
can now occur between both electrons in the O 2pz orbital (which have antiparallel alignment) and
the coupled (singly-filled) 3dz2 orbital of each adjacent Mn2+ cation. Due to the Pauli exclusion
principle, the spin of the virtually hopping electron must have antiparallel alignment to the spin
of the electron which already occupies the orbital where the electron is hopping in. Thus, the
superexchange interaction between the Mn2+ ions in the case of MnO is antiferromagnetic.
The corresponding effective exchange constant Jse for such a superexchange interaction can be
estimated by

Jse = −2 t2/U , (2.89)

where U is the on-site Coulomb repulsion and t the hopping energy, indicating the hopping prob-
ability between O 2p and Mn 3d orbitals, both introduced in Eq. (2.88). However, Jse crucially
depends on the interatomic separation and the bonding angles between oxygen and involved mag-
netic ions. Moreover, the simplified model with one electron in only one orbital, as introduced above
in the Mott-Hubbard model, is not sufficient to describe the interactions in most oxide crystals,
where the details of the orbital structure (occupancy, orbital degeneracy, overlap with O 2p levels,
etc.) have to be considered. Thus, determining the strength and sign of superexchange interactions
can be very complex. However, Goodenough, Kanamori and Anderson have formulated empirical
rules [98–100], which are able to predict the exchange interactions in most transition metal oxides:

� The superexchange interaction between partially filled d orbitals of two magnetic cations
under a cation-ligand-cation angle of 180◦ is strongly antiferromagnetic.

� The superexchange interaction between partially filled d orbitals of two magnetic cations
under a cation-ligand-cation angle of 90◦ is relatively weak and ferromagnetic.

� The superexchange interaction between a partially filled d orbital of one magnetic cation and
an empty or full d orbital of the same type of the second magnetic cation under a cation-
ligand-cation angle of 180◦ is relatively weak and ferromagnetic.

These Goodenough-Kanamori-Anderson-rules can also be applied for the transition metal ferrites
NiFe2O4 and CoFe2O4 investigated in this work, which results in their ferrimagnetic ordering,
discussed in more detail in Sec. 3.2.6.
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Double-exchange

Similar to superexchange, double-exchange interactions are mediated by diamagnetic O2− ions
between two magnetic cations, but in this case both cations exhibit different valence states, e.g.,
Mn3+ and Mn4+, as depicted in Fig. 2.30. Then, an electron can hop from the oxygen ion to a
free orbital in Mn4+, if simultaneously an electron from the Mn3+ cation hops into the free O 2p
orbital to fill the emerging hole. Following Hund’s first rule9, the spin alignment of the hopping
electron from O 2p to the Mn 3d band has to be parallel to the other d electrons of the initial
Mn4+ ion. Thus, also the hopping electron from Mn3+ to the O2− anion has to exhibit the same
spin direction. If the spins of the Mn3+ and Mn4+ ions were aligned antiparallel, the emerging
hole in the O 2p orbital could not be refilled by an electron of the Mn3+ 3d shell, as it would
have the same spin as the remaining electron in the O 2p orbital. As a consequence, the described
double-exchange interaction is necessarily ferromagnetic. Moreover, the final Mn4+−O2−−Mn3+

state of the described hopping process [cf. Fig. 2.30(b)] is energetically degenerate to the initial
Mn3+−O2−−Mn4+ state [cf. Fig. 2.30(a)] and, thus, not forbidden. In contrast to the virtual
hopping processes in, e.g., superexchange, the hopping processes in double-exchange interactions
can actually occur and are therefore closely related to increased electric conductivity [91].
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Fig. 2.30: Schematical drawing of the O2− mediated double-exchange interaction between a Mn3+ and
a Mn4+ cation. An electron fom the filled O 2pz orbital can hop into the free dz2 orbital of the Mn4+ ion
if its spin is aligned parallel to the spins of the other Mn4+ 3d electrons. The emerging hole in the O 2pz
orbital can be refilled by an electron from the Mn3+ ion, resulting in ferromagnetic double-exchange
between the Mn cations. The initial configuration in (a) is energetically degenerate to the final state in
(b), enabling real instead of virtual electron hopping. For clarity, only the coupling orbitals (Mn 3dz2

and O 2pz) are depicted. The remaining 3d spins of the Mn cations are also shown.

2.8.3 Magnetic domains and magnetization curves

Due to the exchange interactions described above, ideal ferromagnets should exhibit solely parallel
alignment of all (resulting) magnetic moments. Though, also ferro(i)magnetic materials can exhibit
smaller or even vanishing spontaneous magnetizations than expected by only regarding the exchange
interactions in the material. This behavior can be explained by the formation of magnetic domains
(so-called Weiss domains) within the material. Here, each domain exhibits the expected ideal
magnetization by parallel alignment of the magnetic moments, but the magnetizations of different
domains point in different directions, resulting in a total magnetization averaged to zero (or at
least smaller values than the magnetization of each single domain). The origin of these magnetic
domains is found in the minimization of the total free energy

Etot = −H ·M +
∑
i

Ei , (2.90)

9Hund’s first rule states that the overall atomic spin of an atom in its ground state should be maximized, resulting in
first parallel spin alignment with different quantum numbers ml in order not to break Pauli’s exclusion principle
and to minimize the Coulomb repulsion.

48
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where the first term is the Zeeman energy EZ = −H ·M , which accounts for the interaction
of a magnetic body with magnetization M (here: a single magnetic domain) with an external
magnetic field H. The summation includes additional energy contributions Ei as, i.e., domain wall
energy Edw, anisotropy energy Eani, strain energy Estr and magnetostriction energy Ems. Here,
as a reasonable approximation, the two latter contributions Estr and Ems due to applied stress
and magnetostriction, respectively, are neglected, since their energies are relatively small [91]. The
domain wall energy Edw is the energy necessary to form a domain wall between adjacent domains.
As the anisotropy energy Eani, in addition to Edw and EZ, has substantial impact on the formation
of magnetic domains, its origin is briefly discussed in the following in more detail. It can be
subdivided into its main contributions of magnetocrystalline (Emc) and shape anisotropy (Esh).
Other contributions to the magnetic anisotropy as, e.g., interface or magnetoelastic anisotropies,
are not considered here.

Magnetic anisotropies

The magnetocrystalline anisotropy is a dominant contribution to the magnetic anisotropy of ferro-
and ferrimagnetic crystals. It mainly results from the spin-orbit interaction in magnetic crystals,
which is influenced by a coupling between the crystal structure and the orbital alignment. As the
alignment of the orbitals in a crystal is fixed, the spin orientation also exhibits a preferred direction
(magnetic easy direction) due to finite spin-orbit-coupling. Hence, energy is needed to rotate the
spins off the magnetic easy directions. Consequently, the crystal structure crucially influences
preferred spin orientations and therefore determines the magnetocrystalline ansiotropy.
In contrast, the shape anisotropy of a ferro- or ferrimagnet depends on the macroscopic shape of
the magnetic material. This, i.e., commonly results in a preferred magnetization orientation along
spatially more extended than spatially shorter directions of the magnetic sample. This behavior
can be understood by the concept of a demagnetizing field

HN = −N̂M , (2.91)

which is created by uncompensated magnetic moments at the material’s surfaces and directed in
opposite direction to M inside the material and therefore partially demagnetizes the sample. N̂
is the demagnetization tensor, which depends on the shape of the sample. The magnetostatic self-
energy, which is necessary to rotate the magnetization from a preferred to an unfavorable direction,
is given by

Esh = −1

2
µ0

∫
V

HN ·M dV =
1

2
µ0

∫
V

(N̂ ·M) ·M dV . (2.92)

Outside the magnetic sample, the demagnetizing field is called stray field HS, which has an impor-
tant influence on not only the shape anisotropy of macroscopic samples, but also on the domain
structure within a crystal, as described in the following.

Magnetic domain formation

The principle of magnetic domain formation can be understood by regarding the energy con-
tributions of the total free energy in Eq. (2.90) for different magnetic domain structures in a
single-crystalline solid, as schematically depicted in Fig. 2.31. Here, the domain structure of a
ferro- or ferrimagnet is considered in the absence of an external magnetic field, hence, the Zeeman
term vanishes. If the magnetic sample only consists of one single domain [cf. Fig. 2.31(a)], also
called monodomain state, the direction of magnetization is determined by the energetic minimum

49



Chapter 2: Theoretical background

of magnetic anisotropy contributions, as described above. This state is characterized by a large
demagnetization/stray field, leading to an enhancement of the magnetostatic self-energy Esh [cf.
Eq. (2.92)] and an increased total free energy Etot. The magnetostatic self-energy can be reduced by
the formation of magnetic domains with antiparallel alignment within the sample [cf. Figs. 2.31(b)-
(c)]. Hereby, the stray fields of the single domains overlap with each other, lowering the total stray
field of the macroscopic sample, which in turn decreases the magnetostatic self-energy and its con-
tribution to the total free energy. However, the formation of walls between adjacent domains with
antiparallel alignment increases the exchange energy, since parallel alignment should be preferred.
Thus, the domain wall energy Edw necessary to build these walls increases the total free energy
and counteracts the reduction of the magnetostatic self-energy.
A reduction of the exchange energy, which rises due to the formation of a domain wall, can be
achieved by a gradual spin rotation over several atoms forming these domain walls. The domain
wall is called a Bloch-wall, if the rotations of magnetic moments are parallel to the domain wall.
In contrast, domain walls exhibiting rotations of spins that lie in a single plane (in-plane) and are
therefore not parallel to the domain wall are called Néel-walls. These spin rotations in turn could
increase the energy that is given by the anisotropy contributions, since several spins of the domain
wall could be aligned off the easy direction. Thus, the domain walls themselves are subject to a
competition between the different energy contributions.
Considering the minimization of the magnetostatic energy, it becomes favorable, if antiparallel
domains are confined by so-called domains of closure [cf. Fig. 2.31(d)]. The resulting domain
arrangement leaves no (uncompensated) magnetic poles at the sample surfaces and thereby mini-
mizes the stray field. Though, in this case the magnetization direction in the domains of closure are
not necessarily aligned in a magnetic easy direction, which in turn increases the anisotropy energy
contribution. Note that most magnetic crystals with cubic crystal structure exhibit perpendicular
easy axes and perpendicular domains of closure may then readily be formed.
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(a) (b) (c) (d) Fig. 2.31: Principle of domain
formation in a ferro(i)magnetic
material with corresponding
total magnetic stray field HS

outside the sample. From (a)
to (d): the magnetostatic self-
energy decreases, whereas the
domain wall and anisotropy en-
ergies increase. Adapted from
Ref. [40].

In general, the domain structure of real ferro- or ferrimagnetic crystals can be very complex [101].
However, its origin is always based on a minimization of the total free energy with a competition
between its main contributions, the Zeeman energy, the (magnetocrystalline) anisotropy energy,
the magnetostatic self-energy and the domain wall energy.

Magnetization curves

If a ferro- or ferrimagnetic material is brought into an external magnetic field, also the Zeeman
term [cf. Eq. (2.90)], which tries to align the magnetization parallel to the applied field, contributes
to the total free energy. Hence, by applying a magnetic field, the domain structure within a sample
can be modified due to the contribution of the Zeeman energy, which depends on the strength
and direction of the external magnetic field. The magnetization process of ferro- and ferrimagnets
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Fig. 2.32: (a) Typical
magnetization curve of a
ferro(i)magnet. The initial
magnetization curve is plotted
in blue and the subsequent
magnetization curve in red.
(b)-(d) Schematical depiction
of the changes in the domain
structure depending on the
external magnetic field H.
Adapted from Ref. [40].

can therefore be related to the changing domain structure during magnetization, which can be
characterized by the so-called magnetization or M vs H curve, as depicted in Fig. 2.32.
Applying an external magnetic field to the ferro- or ferrimagnetic material, in particular in the
initial magnetization process [indicated by a blue line in Fig. 2.32(a)], results in a motion of the
domain walls, whereas the magnetizations of the domains are aligned along the magnetic easy
axes. The domain wall motion is reversible for very low fields, but becomes irreversible, if the
magnetic field is further increased and therefore results in a growth of domains with magnetization
directions favored for the direction of the external magnetic field and in a shrinking of domains
with unfavored magnetization orientations [cf. Figs. 2.32(b)-(c)]. This in turn reduces the number
of domains, until the magnetic field is high enough to create completely parallel spin alignment
within the material. By applying even higher fields, the magnetization of this monodomain state
can still be rotated towards the external field [cf. Fig. 2.32(d)], resulting in a completely saturated
alignment of magnetic moments parallel to the applied magnetic field, indicated by reaching the
saturation magnetization Ms in the magnetization curve.
If the magnetic field is removed after reaching Ms, ferro- and ferrimagnetic materials still exhibit a
non-vanishing overall magnetization projected to the direction of the earlier applied magnetic field.
This remanent magnetization is indicated by Mr in the magnetization curve and can be removed
by applying a magnetic field in the opposite direction until the coercive field Hc is reached. If
the external field is further increased in the reversed direction, a monodomain state with parallel
alignment to the applied field is created again and the opposed magnetic saturation is reached. The
second part of the magnetization curve is the same process as from one saturation magnetization
to the opposed one, but only in reversed direction.
The resulting hysteresis curve is characteristic for ferro- and ferrimagnetic material. If this material
exhibits large coercive fields, its magnetization direction can only be reversed by large magnetic
fields, which justifies its denotation as a hard magnetic substance. In contrast, the magnetization
of a soft magnetic material is reversed quite easily, as it exhibits comparably small coercive fields.
The anisotropy of the investigated sample and, thus, its orientation to the applied magnetic field
also influences the shape of the magnetization curve due to favored magnetization in easy direction
and harder processes of magnetization in magnetic unfavored directions. Furthermore, the domain
wall motion can be significantly influenced by the existence of imhomogeneities in the crystal, such
as structural defects, impurities or vacancies. These defects can act as pinning centers for domain
walls and therefore hinder their motion during the magnetization process [93]. As a consequence, the
shape of the magnetization curve also strongly depends on the type and density of inhomogeneities
within the investigated material.
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3 Investigated materials

Within this work, NiFe2O4 thin films were prepared on single crystalline MgO(001) and SrTiO3(001)
substrates via reactive molecular beam epitaxy by co-evaporation of the transition metals Ni and
Fe in a molecular oxygen atmosphere. Further, CoFe2O4 thin films were prepared via thermally
induced interdiffusion of initial Fe3O4/CoO bilayers on SrTiO3(001). Hence, the properties of both
substrate (MgO, SrTiO3) and film materials (CoO, Fe3O4, NiFe2O4, CoFe2O4) are presented in
the following.

3.1 Substrate material

3.1.1 Magnesium oxide - MgO

Magnesium oxide (MgO) crystallizes in the so-called rock salt structure with a bulk lattice constant
of aMgO = 4.2117 Å at room temperature [102]. The crystal structure is given by two face-centered
cubic (fcc) sublattices each containing solely either Mg2+ or O2− ions, respectively. Both sublattices
are shifted by half a lattice constant along one cubic lattice vector with respect to another (cf.
Fig. 3.1). Hence, the Mg2+ cations are located at the octahedral sites of the fcc sublattice formed
by the O2− anions and vice versa. Within this work, single crystalline MgO substrates with a (001)
surface orientation are used. For the respective MgO(001) surface, a primitive surface unit cell
can be defined, which exhibits its lateral lattice vectors along the [110] and [1̄10] bulk directions
with a surface lattice constant given by as

MgO = aMgO/
√

2. The resulting square surface unit cell
is rotated laterally by 45◦ with respect to the bulk unit cell. Further, MgO is diamagnetic at room
temperature and insulating with a band gap of ∼7.8 eV [103,104].
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Mg   /Co

O

aMgO = 4.2117 Å

[100]

[001]

aCoO = 4.2615 Å

2+ 2+

2-

rock salt structure Fig. 3.1: Sketch of a rock salt type unit
cell consisting of two face-centered cubic sublat-
tices shifted by half a lattice constant abulk in
one cubic lattice direction with respect to each
other. One sublattice is occupied by O2− an-
ions, whereas the second fcc sublattice is occu-
pied by Mg2+ or Co2+ for MgO or CoO, respec-
tively. The bulk lattice constants abulk of MgO
and CoO are denoted as aMgO and aCoO, respec-
tively. The primitive surface unit cell, marked
by the red dashed line, is laterally rotated by
45◦ with respect to the bulk unit cell.

3.1.2 Strontium titanate - SrTiO3

At room temperature, SrTiO3 (STO) crystallizes in the cubic perovskite structure (cf. Fig. 3.2)
with a bulk lattice constant of aSTO = 3.905 Å [105]. The crystal structure consists of Ti4+ cations
octahedrally coordinated by six O2− anions and of Sr2+ cations each surrounded by twelve O2−
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anions as nearest neighboring atoms. Thus, one Sr2+ cation is surrounded by eight TiO6 octahedra.
In this work, single crystalline STO substrates with solely (001) surface orientation are used. As in
[001] direction the lattice exhibits alternating TiO2 and SrO monolayers both separated by half a
lattice constant, the (001) surface can either be TiO2- or SrO-terminated. However, the surface unit
cell with lattice vectors pointing in [100] and [010] directions exhibits the same size and orientation
as the lateral components of the bulk unit cell independent of the surface termination.
Stoichiometric SrTiO3 is a diamagnetic and insulating material with a band gap of ∼3.2 eV [106].
However, the magnetic and electronic properties can be tuned either by varying the stoichiometry,
i.e., via oxygen vacancies, or by doping the crystal, whereas the latter allows for a more controlled
variation of the electronic structure. Thus, in this work, the used SrTiO3 crystals are doped with
0.05wt% Nb (n-type doping) to obtain a still diamagnetic but more conductive substrate material
without crucially affecting the crystal structure and composition. With this, charge effects as
obtained for insulating support materials in the applied measurement techniques, i.e., in LEED,
XPS/HAXPES, and XAS, are prevented.

aSTO

Ti

O

aSTO = 3.905 Å

[100]

[001]

4+

2-

Sr2+ Fig. 3.2: Sketch of the SrTiO3 unit cell crystal-
lizing in the cubic perovskite structure. Each
Ti4+ cation is octahedrally coordinated (gray
lines) by six O2− anions, whereas each Sr2+

cation is surrounded by twelve nearest neighbor-
ing O2− anions. The bulk lattice constant is de-
noted as aSTO. For (001) surface orientation,
the terminating layer can either be a TiO2 or a
SrO monolayer, both separated by half a lattice
constant in [001] direction.

3.2 Film material

3.2.1 Cobalt(II) oxide - CoO

Cobalt(II) oxide (CoO) is a transition metal oxide crystallizing, similar to MgO, in the rock salt
structure (cf. Fig. 3.1) with a lattice constant of aCoO = 4.2615 Å at room temperature [107].
Hence, CoO consists of two fcc sublattices each containing either solely O2− anions or solely Co2+

cations, respectively, which are both shifted by half a lattice constant in one cubic lattice direction
with respect to each other. Further, for a (001) surface orientation a surface unit cell can be defined,
which is rotated by 45◦ with respect to the bulk unit cell and exhibits a lateral lattice constant of
as

CoO = aCoO/
√

2 (cf. Fig. 3.1). CoO is electrically insulating with a band gap of ∼2.7 eV [108] and
paramagnetic at room temperature. However, below a Néel temperature of around TN ' 293 K
[109,110] collective magnetic ordering occurs and CoO becomes antiferromagnetic.

3.2.2 Magnetite - Fe3O4

Magnetite (Fe3O4) crystallizes in the so-called cubic inverse spinel structure (cf. Fig. 3.3) with a
bulk lattice constant of aFe3O4 = 8.396 Å [111]. The bulk unit cell consists of eight formula units
(f.u.) and therefore exhibits 32 O2− anions and 24 Fe cations, which can further be subdivided into
eight Fe2+ and 16 Fe3+ cations. While the O2− anions form an fcc lattice, the Fe cations occupy
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Fig. 3.3: Sketch of the inverse spinel structure as it can be found for several transition metal ferrites
with, such as, e.g., Fe3O4, CoFe2O4, and NiFe2O4. In magnetite, the Fe3+ cations are distributed equally
across tetrahedral (Td) and octahedral sites (Oh), while Fe2+ cations occupy only Oh sites. For cobalt
ferrite (CFO) and nickel ferrite (NFO) the Fe2+ cations are replaced by Co2+ or Ni2+, respectively. The
lattice constants aFe3O4

, aCFO, and aNFO are the bulk lattice constants of the respective material marked
by abulk.

one eighth of tetrahedral (Td) and one half of octahedral interstitial lattice sites (Oh) within this
oxygen fcc sublattice. For the case of the inverse spinel structure in Fe3O4, the Fe2+ cations are
solely octahedrally coordinated by O2− anions, whereas the Fe3+ cations occupy Oh and Td sites to
the same extent. Further, considering an Fe3O4(001) surface orientation, a surface unit cell with
a lattice constant of as

Fe3O4
= aFe3O4/

√
2 can be defined, which is laterally rotated by 45◦ with

respect to the bulk unit cell, as the axes of the surface unit cell are aligned in [110] and [1̄10] bulk
directions, respectively.
Moreover, Fe3O4 is half-metallic and ferrimagnetic with a Curie temperature of TC = 850 K [111].
The half-metallicity of Fe3O4 results from a predicted total negative spin polarization at the Fermi
level [9, 112], which leads to only small electric conductivity at room temperature. More details
about the electronic structure and the magnetic interactions in magnetite are described in Secs. 3.2.5
and 3.2.6, respectively.
In contrast to the inverse spinel structure as introduced above for the case of Fe3O4, in a normal
spinel structure, only the divalent cations occupy tetrahedral sites, whereas the trivalent cations
are solely distributed among the octahedral lattice sites. In fact, although the investigated ferrites
in this work (Fe3O4, CoFe2O4, NiFe2O4, see below) should all crystallize in the inverse spinel
structure, also intermediate configurations between a normal and an inverse spinel structure can
occur. A quantitative parameter to characterize the respective cationic configuration is given by the
degree of inversion γ, which can be defined as the fraction of divalent cations occupying octahedral
lattice sites. The cationic order of transition metal ferrites is then given by

[TM2+
1−γFe3+

γ ]Td [TM2+
γ Fe3+

2−γ ]OhO4 , (3.1)
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where TM denotes the respective transition metal (Fe, Co, Ni, etc.), while the first brackets account
for tetrahedral and the second brackets for octahedral site occupancy. Hence, γ can attain values
between γ = 0 for a normal spinel and γ = 1 for a completely inverse spinel structure and can serve
as a quantitative estimation of the cationic order in transition metal ferrites.

3.2.3 Cobalt ferrite - CoFe2O4

Similar to magnetite, cobalt ferrite (CFO) also crystallizes in the cubic inverse spinel structure (cf.
Fig. 3.3) with a bulk lattice constant of aCFO = 8.392 Å at room temperature [113]. The bulk
unit cell also contains 32 O2− anions forming an fcc sublattice, 16 Fe3+ cations equally distributed
at Oh and Td sites, and eight Co2+ cations solely occupying octahedral sites. Thus, compared
to Fe3O4, the Fe2+ cations that are octahedrally coordinated by O2− anions of the fcc oxygen
sublattice are completely replaced Co2+ cations in ideal and stoichiometric CoFe2O4. Similar to
Fe3O4, a smaller surface unit cell with a lattice parameter of as

CFO = aCFO/
√

2 can be defined,
which is laterally rotated by 45◦ with respect to the bulk unit cell. In addition, CFO is ferrimagnetic
with a Curie temperature of TC = 790 K [14] and exhibits insulating character with a theoretically
predicted band gap of ∼0.8 eV [112]. A detailed description of the electronic structure and magnetic
interactions in CFO is given in Secs. 3.2.5 and 3.2.6, respectively.

3.2.4 Nickel ferrite - NiFe2O4

Analogous to Fe3O4 and CoFe2O4, nickel ferrite (NFO) also crystallizes in the cubic inverse spinel
structure as depicted in Fig. 3.3 and exhibits a bulk lattice constant of aNFO = 8.339 Å at room
temperature [114]. Hence, the NiFe2O4 bulk unit cell consists of 16 Fe3+ cations, which are equally
distributed among Oh and Td sites and of eight Ni2+ cations, which occupy solely Oh lattice sites
within the fcc oxygen sublattice, which is formed by 32 O2− anions. Still, the surface unit cell with
a surface lattice constant of as

NFO = aNFO/
√

2 can be defined as rotated laterally by 45◦ towards
the bulk unit cell with its lateral surface unit cell axes pointing in [110] and [1̄10] bulk directions,
respectively. Further, NFO is ferrimagnetic with a Curie temperature of around TC = 865 K [14]
and has insulating character with a theoretically predicted band gap of ∼1.0 eV [112, 115]. In the
following Secs. 3.2.5 and 3.2.6 a more detailed description of the electronic structure and magnetic
interactions is given.

3.2.5 Electronic structure of ferrites

Extensive theroetical calculations of the electronic structure of ferrites based on density functional
theory (DFT) can be found in literature [9, 112, 115–121]. A promising approach for, i.e., Fe3O4,
CFO, and NFO is the self-interaction corrected local spin density (SIC-LSD) approximation, as
applied by Szotek et al. [112, 118]. The respective predicted electronic structures for Fe3O4, CFO,
and NFO are depicted in Fig. 3.4. Here, the total density of states (DOS) is calculated for both
spin-up (majority) and spin-down (minority) orientations in the energy region close to the Fermi
level EF. The oxygen contribution to the DOS is depicted additionally.
The ground state of each investigated ferrite was found to be the inverse spinel structure. However,
the ground state of Fe3O4 was achieved by additionally assuming a delocalization of the sixth d
electron of the original Fe2+ cations within the inverse spinel structure, which therefore can be re-
garded as randomly populating the Oh sites occupied by only Fe3+ cations [112]. As a consequence,
a finite DOS at the Fermi level solely in the minority spin channel is observed [cf. Fig. 3.4(a)],
constituting the half-metallic character of Fe3O4.
In contrast to Fe3O4, a band gap is observed between the valence and conduction bands of NFO
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Fig. 3.4: Calculated spin-dependent density of states (DOS) of the cubic inverse spinels (a) Fe3O4,
(b) CoFe2O4, and (c) NiFe2O4. The majority DOS (spin-up) is shown in the upper part, whereas the
minority DOS (spin-down) is depicted in the lower half. The different bands are denoted by their main
contributing atomic species and site occupancies (Td or Oh lattice sites). The total and the oxygen DOS
are given by the red and green lines, respectively. The Fermi level is marked by a dashed line. Adapted
from Ref. [112].

and CFO, respectively [cf. Figs. 3.4(b) and 3.4(c)]. Further, it becomes evident that the valence
bands of CFO and NFO mostly consist of O 2p states. This property results from a strong Coulomb
repulsion U [cf. Eq. (2.88)] between TM 3d electrons, which in turn gives rise to a large separation
of the occupied and unoccupied 3d states, shifting the occupied TM 3d states below the O 2p
levels. Thus, mainly O 2p levels represent the highest occupied states forming the valence band,
whereas the lowest unoccupied states in the majority (minority) spin channel slightly above the
Fermi level are Fe 3d levels in tetrahedral (octahedral) symmetry. This behavior characterizes the
investigated cobalt and nickel ferrites as so-called charge-transfer (CT) insulators, as the minimal
energy needed for a transition between occupied and unoccupied states is correlated to the energy
difference between filled O 2p and empty TM 3d states.
Moreover, the conduction bands of CFO and NFO both exhibit a significant exchange splitting be-
tween the two spin channels, which is characterized by the energy differences between the minority
(spin-down) and majority (spin-up) states. For CFO, an exchange splitting in the conduction band
[comparing the energy minima of spin-up and spin-down states for E − EF > 0, cf. Fig. 3.4(b)] of
1.28 eV is obtained, whereas NFO exhibits an exchange splitting of 1.21 eV [cf. Fig. 3.4(c)] [112].
This splitting between the two spin channels in the conduction band make the investigated cobalt
and nickel ferrites highly suitable for spin-filter applications.

3.2.6 Magnetism of ferrites

The ferrimagnetic behavior of Fe3O4, CoFe2O4, and NiFe2O4 originates from the competition of a
couple of O2− mediated exchange interactions of the TM cations within the inverse spinel ferrite
unit cell (cf. Fig. 3.5). For magnetite, a theoretical approximation of the exchange constants J
for the superexchange interactions between nearest cationic neighbors has been described by Uhl
and Siberchicot [122]. Here, the strongest coupling was calculated to arise from the superexchange
interactions between Fe3+ cations on tetra- (A) and octahedral (B) sites [cf. Fig. 3.5(a)]. The
exchange is mediated by an overlap of the Fe 3d orbitals with the intermediate O 2p orbitals in
an angle of ∼125◦. According to the Goodenough-Kanamori-Anderson rules (cf. Sec. 2.8.2) this
results in a strongly antiferromagnetic (AFM) exchange interaction between Fe3+ cations on tetra-
and octahedral sites, giving the highest absolute superexchange constant of JAB = −2.88 meV for
magnetite. Note that negative signs of exchange constants are related to AFM coupling, whereas
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positive values accord to ferromagnetic (FM) coupling. In addition to the intersublattice A-B
exchange interactions, FM Fe3+-Fe3+ and FM Fe2+-Fe2+ coupling both located solely on octahedral
lattice sites is stabilized via 90◦ intrasublattice superexchange interaction with an exchange constant
JBB = 0.83 meV [cf. Fig. 3.5(b)]. According to the calculations applied by Uhl and Siberchicot, the
weakest superexchange interaction in Fe3O4 is the AFM intrasublattice superexchange interaction
among tetrahedral sites with an exchange constant JAA = −0.18 meV. Due to the small absolute
value of JAA, this interaction is masked by the other A-B and B-B superexchange interactions
and antiferromagnetic alignment of A sites is therefore usually suppressed. Moreover, FM double-
exchange (exchange constant Jde) occurs between octahedrally coordinated Fe3+ and Fe2+ cations
[cf. Fig. 3.5(c)], which, however, is usually weaker than the dominant superexchange interactions:
|Jde| < |JAB| , |JBB|.
Due to the same crystal structure of CoFe2O4 and NiFe2O4 compared to Fe3O4, also the same
exchange interactions occur and similar exchange constants J are assumed. Though, an exact
determination of the exchange constants in the inverse spinel ferrites Fe3O4, CFO, and NFO as
proposed in literature is still controversial [122–132]. Based on the assumptions made for theoretical
predictions [122–127] or dependent on experimental preparation conditions as well as measurement
and analysis methods [128–132], significant discrepancies in the exchange constants are established.
However, independent of the used theoretical or experimental method, the AFM intersublattice
superexchange interaction between Fe3+ cations located on A and B sites is always dominant for
the investigated ferrites Fe3O4, CoFe2O4, and NiFe2O4.
Overall, the mentioned exchange interactions result in ferrimagnetic ordering of all investigated
transition metal ferrites. The Fe3+ cations consist of five unpaired electrons in the 3d shell and
therefore each Fe3+ cation exhibits an atomic magnetic moment of 5 µB/atom (considering solely
spin magnetic moments and neglecting the comparably small contributions from angular magnetic
moments), with µB = e~/(2me) as the Bohr magneton. Due to the dominating antiferromagnetic
A-B superexchange interactions the atomic magnetic moments of Fe3+ cations, which are equally
distributed among Oh and Td sites, cancel out due to antiparallel alignment and do not contribute
to the overall net magnetic moment. Thus, solely the TM2+ cations are responsible for the net
magnetization of each inverse spinel ferrite. In Fe3O4, the Fe2+ cations exhibit four unpaired 3d
electrons, resulting in a total net magnetization of 4 µB/f.u. In contrast, Co2+ and Ni2+ cations
each exhibit one and two unpaired electrons less than Fe2+ in the 3d shell, resulting in predicted
net magnetizations of 3 µB/f.u. and 2 µB/f.u. for ideal bulk CFO and NFO, respectively.

Fig. 3.5: Principal sketch of the dominant exchange interactions in transition metal ferrites: (a) AFM
intersublattice superexchange interaction between Fe3+ cations located on tetrahedral (A) and octahedral
(B) sites. (b) FM intrasublattice superexchange either between Fe3+ or between TM2+ cations located
solely on B sites. (c) FM double-exchange interaction between Fe3+ and TM2+ cations each occupying
B sites. Adapted from [63].
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3.2.7 Antiphase boundaries in ferrites

Antiphase domains within a crystal denote structurally and chemically equal domains, which are
shifted by a non-integer fraction of the respective lattice constant with respect to another. Thus,
upon coalescence of antiphase domains so-called antiphase boundaries (APBs) emerge, which are
characterized by a translational break in the periodicity of the lattice. On the one hand, APBs
can occur when ordering of a disordered lattice starts at different lattice sites, so that APBs can
evolve upon merging of the different ordered domains. On the other hand, APBs are commonly
formed during film growth when the initial nucleation centers are located by non-integer multiples
of the film lattice constant apart from each other. Then, APBs are formed upon merging of the
respective initial film islands/layers, as the domains are shifted by only a fraction of the film lattice
constant with respect to each other (cf. Fig. 3.6). The latter process commonly occurs for inverse
spinel ferrites such as Fe3O4, CFO, or NFO deposited on MgO or SrTiO3 substrates [15,133–140],
as the film lattice constants are approximately twice as large as the substrate lattice constants.
In several detailed studies, it could be shown that the density of APBs crucially influences, e.g.,
the magnetic behavior [15, 133–135, 140–142], the magnetoresistance [143–145], and the electrical
conductivity of ferrites [137,146]. For instance, the magnetic properties are influenced due to altered
exchange interactions across the APBs [133, 136], which can result, e.g., in decreased saturation
magnetizations compared to ideal bulk structures [147] or in extremely high magnetic fields required
for magnetic saturation due to antiferromagnetic alignment of adjacent antiphase domains [15,133,
142]. Further, APBs are ascribed to additional strain components in heteroepitaxial film growth
and, thus, are assumed to have significant impact on the relaxation behavior of, i.e., thin ferrite
films [139, 148]. A reduction of the APB density of ferrite films deposited on MgO or SrTiO3

substrates can be achieved by, e.g., postdeposition annealing [138]. Moreover, it is found that the
density of APBs decreases with increasing ferrite film thickness [138,149].

film unit cell antiphase boundaries

substrate unit cell

(a) side view (b) top view

Fig. 3.6: (a) Side view and (b) top view of antiphase boundaries (APBs) emerging during thin film
growth when the film lattice constant is twice as large as the lattice constant of the substrate.
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Within this chapter, the experimental methods and their respective setups used for the preparation
and characterization of thin ferrite films are presented. First, the method of thin film preparation is
introduced followed by the description of the laboratory based LEED and XPS setups. Further, the
experimental setups of synchrotron radiation based characterization techniques, namely (GI)XRD,
XRR, HAXPES, and XAS are presented. Finally, the magnetic characterization by means of
superconducting quantum interference device (SQUID) magnetometry is described.

4.1 Sample preparation

Most of the thin films investigated in this work were prepared in a multi-chamber UHV system at
Osnabrück University, Germany. This system consists of several interconnected single UHV cham-
bers, allowing for sample transfer between each other without breaking the UHV. A small load
lock chamber is used to introduce or extract samples into/from the UHV system. From the load
lock, the samples can be transferred to the preparation chamber, which exhibits a base pressure of
around 1 × 10−9 mbar. This chamber is used for substrate preparation after loading the samples
from ambient conditions into UHV and for thin film deposition onto the prepared substrates. It
comprises a rotary manipulator with a heating element attached closely to the sample stage. Here,
heating is realized by setting a current through a filament, which is located directly behind the
sample holder to anneal the samples up to 450◦C. By additionally applying a high voltage between
filament and sample holder, thus, accelerating the emitted electrons to the back of the sample
holder, even higher temperatures of over 600◦C could be achieved. The sample temperature is
monitored by a thermocouple located at the sample stage directly next to the sample holder. Fur-
ther, the preparation chamber is equipped with several thermal evaporation sources (effusion cells)
and an O2 valve, enabling substrate preparation and thin film deposition in a diluted molecular
oxygen atmosphere. Moreover, the multi-chamber UHV system consists of an analysis chamber,
which is equipped with a LEED and an XPS system. The setups of both measurement techniques
are described in more detail in Secs. 4.2.1 and 4.2.2, respectively. The base pressure in the analysis
chamber is 1× 10−10 mbar.
The thin ferrite films investigated in this work were deposited via molecular beam epitaxy (MBE),
which is a physical vapor deposition (PVD) technique. For this purpose, the respective transition
metals (Fe, Co, Ni) were evaporated in effusion cells, enabling thermal evaporation from pure metal
rods. Fig. 4.1 schematically depicts the design of the used effusion cells. Within these evaporators,
electrons emitted by a filament are accelerated towards the pure metal rod by applying high voltage
between filament and metal rod. If the sublimation temperature of the respective transition metal
is reached, the emitted atoms or molecules are travelling through the aperture of the evaporator,
forming a molecular beam directed towards the sample surface. The effusion cell body, in partic-
ular the copper cell surrounding the sublimating material, is cooled via a water supply during the
evaporation process to avoid overheating and to minimize degassing. Further, a shutter at the end
of the evaporator is used to start and end the deposition process at a certain point in time, while
the amount of evaporated material is recorded by a flux monitor. Here, the deposition rates of each
evaporating material are determined via ex situ film thickness measurements by means of XRR.
For deposition of oxide films, as conducted in this work, the evaporation process is performed in
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Fig. 4.1: Schematical side view of the used evaporators. The pure metal rod (Fe, Co, or Ni) is heated
by electrons emitted from a filament and accelerated towards the metal by high voltage. The sublimated
atoms/molecules escape from the effusion cell through an aperture and form a molecular beam directed
towards the sample surface. A shutter starts and ends the deposition process, whereas the flux monitor
is used to determine the amount of evaporated material. Water cooling prevents the effusion cell body
(copper cell) to overheat and degas. Adapted from [150].

a diluted O2 atmosphere to obtain oxidized films condensing on the substrate surface. Thus, the
deposition process is called reactive molecular beam epitaxy (RMBE). Moreover, NFO films are
prepared by simultaneously co-evaporating each pure metal (Fe and Ni) and by tuning the respec-
tive material flux to obtain the desired cationic stoichiometry. In order to prepare homogeneous
high-quality thin films with specific stoichiometry and a well-defined crystallographic orientation
with respect to the substrate, the deposition conditions, as, e.g., substrate temperature, oxygen
pressure, deposition rates, etc., have to be controlled precisely.
Both types of substrates, namely MgO(001) and 0.05wt% Nb-doped SrTiO3(001), were purchased
from CrysTec GmbH. The surface orientation tolerance is mostly less than 0.1◦, which was con-
trolled via atomic force microscopy (AFM) measurements by the manufacturer. After introducing
into UHV, the substrates have been annealed at 400◦C for one hour in a molecular oxygen atmo-
sphere of 1×10−4 mbar to remove surface contaminations and get a well-ordered surface structure.
Both, the chemical cleanness and the crystal surface structure were both controlled in situ after
substrate preparation by means of XPS and LEED, respectively. A successful substrate preparation
was characterized by XPS spectra showing a stoichiometric composition of the substrate elements
and an absence of other elemental quantities such as, i.e., carbon compounds. In addition, a well-
ordered surface structure of the prepared substrates were determined by sharp diffraction spots
with low background intensity in the LEED pattern. Then, thin films were grown on top of the
prepared substrate surface. For the deposition of thin Fe3O4 and NFO films on MgO(001) and
SrTiO3(001), a sample temperature of 250◦C and a molecular oxygen pressure of 5 × 10−6 mbar
was used. These growth conditions have been reported to be best suited for well-ordered epitaxial
growth of Fe3O4 thin films on MgO(001) by means of RMBE [151], while Mg diffusion into the
ferrite film, as reported for higher substrate temperatures [152,153], is still suppressed. In contrast,
for the deposition of Fe3O4/CoO bilayers on SrTiO3(001), which are grown for the preparation of
CFO films by interdiffusing both layers, different growth conditions for each of both films have been
established [154]. Here, optimal growth conditions were found at 435◦C substrate temperature in
an O2 atmosphere of 1× 10−5 mbar for the thin CoO films on SrTiO3, whereas the Fe3O4 film was
deposited on top of the CoO film at a sample temperature of 350◦C and in a molecular oxygen
pressure of 5× 10−6 mbar [154]. After film deposition, in situ XPS and LEED measurements were
again performed to analyze the surface stoichiometry and structure, respectively.
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4.2 Surface characterization

4.2.1 LEED - Experimental setup

LEED measurements were conducted in the analysis chamber with a 4-grid LEED optics (ErLEED
150, SPECS, Berlin). This LEED system is schematically depicted in Fig. 4.2. It consists of an
electron gun, the sample holder with the sample under investigation, and a hemispherical fluorescent
screen with four grids, allowing for detection of elastically scattered electrons.
The electron gun consists of a cathode filament, followed by a Wehnelt cylinder, an anode, an
electrostatic lens, and a drift tube. The electrons emitted by the filament are accelerated towards
the anode, passing the Wehnelt cylinder, which regulates the penetration of the anode potential
towards the cathode and can therefore be used to narrow/optimize the beam size. After passing
the anode, the electrons go through the electrostatic lens (and the drift tube), which is used to
collimate and focus the electron beam onto the fluorescent screen (while the sample acts as a mirror).
The electrons scattered at the sample surface pass a 4-grid system before they are detected on a
fluorescent screen. All grids and the screen are hemispherically shaped around their center position,
where the sample is located. As the first grid as well as the sample itself and the drift tube of the
electron gun are set to ground potential, the electrons propagate in a field-free space after leaving
the electron gun and being scattered at the sample surface until they pass the first hemispherical
grid. The second and third grid are set to a suppressor potential -(V-∆V), which is slightly lower
in magnitude than the cathode potential -V. Therefore, the electrons are retarded and inelastically
scattered electrons, which lost more energy than the potential difference ∆V, are filtered. Thus,
by optimizing the suppressor voltage, only elastically scattered electrons pass the second and third
grids to obtain an ideal spot-to-background ratio in the LEED pattern. The fourth grid is set to
ground potential to screen the other grids from the field of the fluorescent screen, which is biased
to a high voltage of typically 6 kV to reaccelerate the elastically scattered electrons and cause
fluorescence on the screen. The resulting diffraction pattern is recorded by a camera located on
the rear side of the screen system behind the electron gun.
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Fig. 4.2: Principle sketch of a 4-grid LEED
system with an electron gun consisting of
an electron emitting filament, followed by a
Wehnelt cylinder (W), an anode (A), and an
electrostatic lens system collimating the elec-
tron beam. The electrons scattered at the sam-
ple surface pass a system of four grids, which
suppresses inelastically scattered electrons and
accelerates elastically scattered electrons onto
the fluorescent screen. Adapted from [38].

4.2.2 XPS - Experimental setup

The basic experimental setup of the used XPS system, as depicted in Fig. 4.3, consists of an x-ray
source, electron optics, an energy discriminative hemispherical analyzer (Phoibos HSA 150, SPECS,
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Fig. 4.3: Principle sketch of the used XPS sys-
tem consisting of an x-ray source directed to the
sample, electron optics, a hemispherical analyzer,
and an electron detector. X-ray source and en-
trance to the electron optics enclose a fixed an-
gle θ. The photoelectrons ejected from the sam-
ple due to irradiation by x-rays enter the electron
optics, which involves electrostatic and magnetic
lenses and apertures to focus and retard the elec-
trons. Within the hemispherical analyzer the en-
tering electrons are forced on a spherical trajectory
by an electrostatic field and only electrons of a cer-
tain pass energy can reach the detector. Adapted
from [50].

Berlin), and an electron detector. The x-ray tube is equipped with two anodes, one Al and one Mg
anode, providing photon energies of Eph(Al Kα1,2) = 1486.6 eV and Eph(Mg Kα1,2) = 1253.6 eV,
respectively. The photoelectrons emitted from the sample due to irradiation by the x-ray beam
exhibit a large range of kinetic energies and directions. As the entrance of the electron optics
encloses a fixed angle θ with the x-ray beam, only photoelectrons ejected in this direction can be
collected. For the used setup, this angle equals the magic angle of θ = 54.7◦ (cf. Sec. 2.5.4). The
electron optics section consists of several magnetic and electrostatic lenses and apertures, which
mainly focus the collected photoelectrons onto the entrance of the hemispherical analyzer but
also reduce their kinetic energy to an energy window characterized by the pass energy within the
operation mode of fixed analyzer transmission (see below). Within the analyzer, an electrostatic
field is applied between the inner and outer hemispherical analyzer plates to force the electron
beam on predefined trajectories. Thus, only electrons with a certain energy can pass the analyzer
and reach the electron detector at its exit. The detector itself consists of several channel electron
multipliers (CEMs), which are arranged next to each other as a single block.
In general, the XPS system can be operated in two different modes. In this work, solely the so-called
fixed analyzer transmission (FAT) mode is used. Here, the kinetic energy of the photoelectrons
are all reduced to a pass energy window Ep before entering the hemispherical analyzer by tuning
the retarding potential within the electron optics. In addition, the pass energy of the analyzer
itself is fixed to a certain value, hence, ensuring a constant energy resolution independent of the
kinetic energy of the photoelectrons. Further, setting the pass energy to a lower value increases the
absolute energy resolution of the spectra but reduces the intensity of the XPS signal. In contrast,
a higher pass energy decreases the energetic resolution but enhances the intensity-to-background
ratio. The second mode of operation is the fixed retarding ratio (FRR) mode of the XPS system.
In contrast to the FAT mode, the retarding ratio of the lens system is kept constant, while the pass
energy of the analyzer is varied. Thus, electrons with different kinetic energies reach the detector.
As a consequence, the resolution also varies with kinetic energy. This mode, however, is typically
used to record Auger electron spectra (AES).

4.3 Experimental setups at synchrotron radiation facilities

Compared to laboratory based x-ray sources, synchrotron light exhibits several advantages, such
as higher intensities, smaller divergence and beam sizes, as well as tunable photon energies. Thus,
the use of synchrotron radiation enables high resolution measurements and even opens up a wider
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range of experimental techniques, in particular, for the investigation of (ultra)thin films. Thus,
several measurement techniques within this work were applied by using synchrotron radiation at
different facilities. For instance, (GI)XRD (GI: grazing incidence) and XRR measurements were
conducted at the diffraction beamline P08 of PETRA III at the Deutsches Elektronensynchrotron
(DESY) in Hamburg, Germany, and at I07 of the Diamond Light Source (DLS) in Didcot, UK.
Additional high-energy surface x-ray diffraction (HESXRD) measurements were conducted at P07-
EH2 of PETRA III. Further, HAXPES measurements were performed at beamlines P09 and P22
of PETRA III at DESY and, in addition to HAXPES, beamline I09 of the DLS also served for the
performed XAS measurements.

4.3.1 Generation of synchrotron radiation

The basic consideration for the generation of synchrotron radiation is the emission of electromag-
netic radiation from charged particles (usually electrons or positrons in the case of a synchrotron)
when they are accelerated. At non-relativistic energies, the charged particle exhibits a toroidal
shaped dipole radiation pattern with its central axis pointing into the direction of acceleration [cf.
Fig. 4.4(a)]. However, if the particle travels with a velocity, which is comparable to the speed of
light, relativistic effects as well as the Doppler shift have to be taken into account. These consid-
erations result in a cone shaped radiation pattern, which exhibits its center in tangential direction
with respect to the propagation direction of the charged particle [cf. Fig. 4.4(b)].
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Fig. 4.4: Radiation pattern of an accelerated particle (a) in the non-relativistic case exhibiting a toroidal
shape with the main axis pointing in the direction of acceleration and (b) in the relativistic case forming
a cone shaped radiation pattern with its center pointing in tangential direction with respect to the
propagation direction of the charged particle. Adapted from [50].

Nowadays, synchrotrons of the third generation are the main type in use. Here, either electrons or
positrons are travelling with constant velocity close to the speed of light in a so-called storage ring.
Though, to be more precise, this ring has a more polygonial shape with alternating straight and
circularly shaped parts. The curved sections are equipped with bending magnets, which force the
charged particles onto a circularly shaped trajectory. Thus, the accelerating Lorentz force points to
the center of the ring and emission of electromagnetic radiation in tangential direction with respect
to the propagation direction of the charged particles is obtained, as depicted in Fig. 4.4(b). The
synchrotron radiation from such bending magnets covers a wide and continuous energy range from
microwaves up to hard x-rays. However, the respective spectra crucially depend on the energy
of the particles and on the curvature of the bending magnets and, thus, are determined by the
geometry of the storage ring.
To further narrow the beam size and increase the intensity of radiation emitted by a synchrotron,
so-called insertion devices are integrated in the straight parts of the storage ring. These assemblies
consist of a row of magnetic dipoles with alternating polarity, forcing the charged particles on an
undulating trajectory when passing through (cf. Fig. 4.5). Thus, an insertion device can be consid-
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Fig. 4.5: Principle sketch of an in-
sertion device (wiggler or undulator)
consisting of several adjacent mag-
netic dipoles with alternating polar-
ity, forcing the electrons on oscil-
lating trajectories during the pass-
through. Superposition of radiation
caused by deflection at each mag-
netic dipole enhances the total radi-
ation emitted from the insertion de-
vice. Adapted from [50].

ered as several smaller adjacent bending magnets. However, in contrast to a bending magnet, the
superposition of radiation due to deflection at each magnetic dipole in an insertion device enhances
the intensity of the emitted radiation and generates the characteristic emission spectra.
There are mainly two types of insertion devices, a wiggler and an undulator, which mainly differ
in the magnitude of deflection of the charged particles. In a wiggler, for instance, the deflection
of electrons/positrons is comparably large, which results in an incoherent superposition of the ra-
diation emitted at each magnetic dipole. As a conseuqence, one obtains a wide and continuous
spectrum, similar to that of a bending magnet but with considerably higher intensity. In contrast
to a bending magnet, a wiggler does not significantly depend on the size or geometry of the ring, as
it is integrated in the straight parts of the storage ring. Further, the assembly of a wiggler can be
chosen to obtain emission spectra optimized for requirements of specific experimental techniques.
In contrast to wigglers, undulators are characterized by only small displacements of the charged
particles from their straight trajectories. This results in a coherent superposition of radiation cones
emitted at each magnetic dipole. Consequently, one obtains an emission spectrum consisting of
sharp peaks with very high intensity at a certain energy and with repititions at respective higher
harmonics. However, the characteristic energy can be varied by changing the strength of the deflect-
ing magnetic field. This is usually done by varying the gap between the opposed magnetic dipole
arrangements (cf. Fig. 4.5). All beamlines used for experiments within this work are equipped
with undulators, providing high x-ray intensities with narrow beam sizes to enable high resolution
measurements even for small amounts of the investigated material as present in ultrathin films.
After emission from the radiation sources (bending magnet, wiggler, or undulator) the beam passes
through several beamline optics, which optimize the beam characteristics before using the radiation
for experiments. These optics mainly consist of monochromators, focusing lenses and mirrors, as
well as windows and slits to optimize the beam for the actual experiments, which are conducted in
the endstation of the respective beamline.

4.3.2 HAXPES and XAS - Experimental setup

HAXPES measurements were performed at beamlines P09 and P22 of PETRA III at DESY in
Hamburg, Germany, as well as at beamline I09 at DLS in Didcot, UK. Further, the setup at I09
also serves for the conducted XAS measurements. The principle experimental setup for HAXPES
measurements is very similar for the different spectroscopy beamlines. Only minor deviations like
the type of detector or the beam characteristics are present but without influencing the general
principle of the measurement technique.
The geometry of the experimental layout is schematically depicted in Fig. 4.6 for the example of the
endstation at beamline I09. The spectroscopy endstations are all equipped with a UHV chamber
consisting of a sample holder attached to a 5-axes manipulator and a high-resolution photoelec-
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x-ray beam

pe-0°

Fig. 4.6: Principle geometry of the experimental layout for depth-dependent HAXPES measurements.
The incident angle θ between beam and surface plane is kept constant during the measurement. Pho-
toelectrons are emitted in different directions from the sample surface denoted by momentum p. A
two-dimensional wide-area detector with a total acceptance angle of ∼60◦ enables simultaneous detec-
tion of photoelectrons emitted from the sample with different emission angles φ with respect to the
surface normal. The center of the detector is arranged perpendicular to the beam direction.

tron detector, which is arranged perpendicular to the direction of the x-ray beam. To obtain higher
probing depths and, thus, a more bulk-like sensitivity compared to laboratory-based soft XPS mea-
surements, similar photon energies of 5948 eV, 6000 eV, and 5930 eV were used at beamlines P09,
P22, and I09, respectively. Beamline I09 additionally comprises an x-ray branch providing photons
with an energy of 1100 eV to perform complementary soft x-ray photoemission experiments.
A probing-depth variation in the hard x-ray regime was realized by using angle-dependent pho-
toelectron detectors. For measurements at I09 a two-dimensional wide-area detector (VG Scienta
EW4000 HAXPES) with an acceptance angle of ±30◦ was used. The same principle is realized
at P09/P22 by using a high-resolution hemispherical analyzer (SPECS Phoibos 225 HV) with a
delayline detector and a wide-angle lens with ±30◦ angular acceptance. Both setups therefore allow
for simultaneous angle-resolved photoelectron detection with a total acceptance angle of ∼60◦ and,
thus, can be used for depth-dependent HAXPES measurements. For better statistics, data within
acceptance angle sections of 8◦ were summed up, thus dividing the detector into seven equally sized
sections. Further, the regions close to the edges of the detector (±2◦) were neglected.
For all angle-resolved HAXPES (AR-HAXPES) measurements (conducted at I09 and P09), the
incident angle θ between x-ray beam and surface plane is kept constant (θ = 30◦ at I09 and θ = 40◦

at P09). Hence, the detection of photoelectrons in dependence of the emission angle φ with respect
to the surface normal enables to record depth-dependent photoemission spectra. The angular-
dependent information depth D95

I , from which 95% of photoelectrons detected at the off-normal
emission angle φ originate, is given by [155]

D95
I (φ) = −λ cosφ ln(1− 95/100) (4.1)

with λ as the electrons’ IMFP. For photoelectrons originating from, e.g., Fe 2p, Co 2p, or Ni 2p
orbitals, maximum information depths (obtained for normal emission, φ = 0◦) of around∼22 nm are
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achieved for the used photon energies. Compared to that, for emission at φ = 60◦, the information
depth is halved, which results in a higher surface-sensitivity.
At P22, however, the analyzer is operated in high-transmission mode and the photoelectrons are
therefore not discriminated by their angular contribution within one measurement. Here, depth
sensitivity can be realized by performing single measurements at different incident angles θ, thus,
varying the detection of photoelectrons at different emission angles between the measurements.
Though, within this work, the measurements conducted at P22 (cf. Chap. 7) are only used to
gain a more bulk-like sensitivity, complementary to lab-based surface-sensitive XPS measurements.
Therefore, a fixed incident angle of θ = 5◦ is used for the measurements at P22.
In addition to HAXPES, the experimental setup at I09 is also suited for XAS measurements. For
this purpose, the incident photon energy is tuned across the absorption edge of interest (e.g., Fe,
Co, and Ni L edges) and the absorbed intensity is recorded via the surface-sensitive TEY method
(cf. Sec. 2.6.1). Here, the sample surface is contacted by conductive silver paste and connected to
ground potential. As a result of the decay process in XAS, the emitted secondary electrons cause a
positive charge of the sample (cf. Sec. 2.6.1). This charge is neutralized by a drain current between
sample and ground potential, which therefore corresponds to the amount of absorbed intensity. The
total electron yield is then obtained by normalizing the signal to the current from an Au-coated
mesh located in the incident x-ray beam prior to sample irradiation. The TEY detection is a
surface-sensitive method to record x-ray absorption spectra and provides probing depths of around
2-5 nm in the case of transition metal oxides [156–158].

4.3.3 (GI)XRD - Experimental setup

For (GI)XRD and XRR experiments performed in this work, beamlines I07 and P08 were used.
The respective endstations both consist of a diffractometer, which enables sample and detector
positioning with respect to the incident x-ray beam. Both setups are schematically depicted in
Fig. 4.7.
At beamline I07, the endstation EH2 (EH: experimental hutch) consists of a UHV chamber mounted
on a (2S+3D)v-type diffractometer, allowing for in situ diffraction experiments under UHV con-
ditions. Here, the sample has two rotational degrees of freedom (denoted as ’2S’), whereas the
detector exhibits three rotational degrees of freedom (denoted as ’3D’). The sample surface is
mounted vertically (indicated by index ’v’) on a hexapod and aligned in the diffractometer center
(DC), where it is irradiated by the incident x-rays [cf. Fig. 4.7(a)]. The polar and azimuthal
sample rotations are given by angles α and ϕ, respectively, whereas δ denotes the vertical and γ
the horizontal detector rotations. In addition, the detector with the attached four-slit system can
be rotated by its azimuthal angle ν.
In contrast, the endstation of P08 is equipped with a six-circle diffractometer, which was designed
to enable high-resolution x-ray diffraction (HR-XRD) experiments at PETRA III [cf. Fig. 4.7(b)].
Here, the sample has four and the detector exhibits two rotational degrees of freedom, resulting in
the denotation of a (4S+2D)-type diffractometer. A closed Eulerian cradle which can be rotated
by an angle χ enables to vary between, i.e., vertical (index ’v’) or horizontal (index ’h’) surface
alignment (or in between). However, all measurements conducted within this work were applied in
horizontal geometry (i.e. χ = 90◦). Thus, the polar and azimuthal sample rotations are denoted
by angles ω and ϕ, respectively. Similar to the (2S+3D)v diffractometer, vertical and horizontal
detector alignment is denoted by rotation angles δ and γ, respectively.
For diffraction experiments conducted in this work, two different scattering geometries were used.
One geometry is applied for specular x-ray diffraction (XRD) and x-ray reflectivity (XRR) and the
other one for grazing incidence x-ray diffraction (GIXRD). In the case of specular diffraction as well
as reflectivity, the lateral components of the scattering vector are zero and incident and final wave

68



4.3 Experimental setups at synchrotron radiation facilities

γ
α

δ
φ

ν

DC

x

y

z

incident
x-rays

detector

(a) (b)

γ
α

δ
DC

x
y

z

incident
x-rays

detector
ω

χ

φ

Fig. 4.7: Schematics of diffractometer types used for (GI)XRD and XRR measurements at different
beamlines. (a) (2S+3D)v-type diffractometer with a hexapod sample stage and vertical sample alignment
(indicated by index v) as used at EH2 of beamline I07. (b) (4S+2D)-type diffractometer as used with
horizontal sample alignment (χ = 90◦) at beamline P08. In both setups, the sample surface is aligned
and irradiated by the incident x-ray beam in the diffractometer center (DC), where all rotation axes
intersect.

vectors lie in a plane perpendicular to the sample surface. Thus, for XRD and XRR measurements
at I07 (vertical geometry), δ and ϕ are fixed to zero and not varied during a measurement. Here
the incident angle is varied by an angle α = θ and the detector is rotated horizontally by the
doubled incident angle γ = 2θ to obtain scattering vectors q oriented solely perpendicular to the
sample surface. This setup is therefore also known as θ− 2θ geometry. In the case of P08 with the
diffractometer solely in horizontal geometry (χ = 90◦), the scattering condition for XRR and XRD
measurements is varied by the incident and exiting angles ω = θ and δ = 2θ, respectively, whereas
α, γ, and ϕ are fixed to zero.
In contrast to the θ − 2θ geometry used for XRD and XRR measurements, the incident angle (α
for I07 and ω for P08) is fixed in the GIXRD setup. Here, typically small incident angles close to
the critical angle of the investigated material (cf. Sec. 2.3.1) are used to enhance the near-surface
and thin film contribution to the diffraction pattern. For instance, for GIXRD measurements at
P08 (cf. Chap. 7), where a photon energy of 18 keV was applied (resulting in critical angles of,
e.g., αMgO

c = 0.12◦ and αSTO
c = 0.14◦ for MgO and SrTiO3, respectively), a grazing incidence angle

of ω = 0.3◦ was used. In contrast to XRR and XRD, also lateral scattering directions can be
probed in GIXRD. Here, the azimuthal sample angle ϕ as well as the detector angles δ and γ can
be rotated to fulfill the diffraction condition. Hence, other CTRs than the specular (00L) rod can
be achieved and also lateral scans in the reciprocal space, e.g., so-called ’in-plane’ measurements
at L ≈ 0, can be performed.
In addition to XRR and (GI)XRD measurements performed at I07 and P08 using hard x-rays,
HESXRD experiments were conducted at beamline P07-EH2 of PETRA III (cf. Chap. 5). Here,
the sample surface is irradiated by an x-ray beam of high energy (up to ∼200 keV) at a grazing
incident angle close to the critical angle of the investigated material. For the HESXRD studies per-
formed in this work (cf. Chap. 5), a photon energy of 102 keV and a grazing incident angle of 0.03◦

was applied. Compared to common XRD experiments with photon energies typically below 30 keV,
the use of high-energy x-rays decreases the exiting angles between different diffraction conditions
and therefore shifts the Bragg peaks and CTRs closer together in real space. Thus, by using a fixed
two-dimensional wide-area detector (PerkinElmer XRD 1621 flat panel detector) a large volume of
the reciprocal space can be measured by rotating solely the sample around its azimuthal angle ϕ.
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Then, for each angle ϕ a single two-dimensional slice of the reciprocal space as an intersection with
the detector is recorded. The sample rotation therefore also turns the reciprocal space through
the detector. Within this work, a diffraction pattern is then obtained by processing the detector
images, that each pixel of the final image only consists of the maximum intensity of the respective
pixel throughout the azimuthal rotation. With this, a reciprocal space map as a projection of CTRs
and Bragg peaks to the detector plane is obtained. The final computed image can therefore serve
for structural analysis in vertical and lateral scattering directions. A more detailed description of
data acquisition and possible analysis methods for HESXRD data recorded at P07-EH2 is given in
Ref. [159].

4.3.4 Correction and analysis of x-ray diffraction data

For all (GI)XRD and XRR measurements at I07 and P08 a two-dimensional detector (PILATUS
100k at I07 and P08, DECTRIS EIGER 1M at P08) was used. Thus, at each measurement point
the detector plane covers a section of the reciprocal space. A single data point within one measure-
ment, e.g., along L-direction of a CTR, is then obtained by integrating all intensities of pixels, which
contribute to the diffraction condition of interest (e.g. Bragg peak or CTR). For this purpose, a
rectangular region of interest (ROI) is defined on the two-dimensional detector images during data
processing. The ROI dimensions are chosen to incorporate the complete intersection of a CTR
or Bragg peak with the detector and are kept constant within single measurements. Further, a
background is determined by integrating over a detector area, which does not contribute to the
respective diffraction condition. Both integrated background and peak intensities are normalized
to the number of respective summed up pixels. Consequently, a background corrected intensity is
obtained at each data point by subtracting the background from the measured peak intensity.
However, prior to analysis of the recorded Bragg peaks and CTRs, the measured diffracted intensi-
ties have to be corrected by so-called angular (or geometric) correction factors. These corrections
crucially depend on the geometry of the measurement and the used diffractometer. The factors
applied in this thesis for the correction of XRD and GIXRD data recorded at the (2S+3D)v- and
the (4S+2D)-type diffractometer at I07 and P08, respectively, are given in Tab. 4.1. Note that, in
comparison to the fixed vertical sample alignment at I07, the correction factors for P08 are solely
considered for the applied horizontal geometry. Moreover, only contributions which exhibit angular
dependencies and therefore vary during a measurement are presented, based on derivations made in
Refs. [160–163]. More details and explanations about (additional) intensity corrections in (GI)XRD
experiments also for other diffractometer types and geometries can be found in Refs. [161–166].
One intensity correction results from the polarization of the incident x-ray beam. The correspond-
ing polarization factor can be generally expressed as P = sin2(αpol) with αpol as the angle between
the polarization direction and the direction of the scattered photons [165]. For linearly polarized
light the total polarization factor P can be expressed by

P = phPhor + (1− ph)Pver (4.2)

as a superposition of vertical (Pver) and horizontal (Phor) polarization factors with ph denoting the
fraction of horizontal polarization. In the case of synchrotron radiation, typically linearly polarized
light is emitted with a polarization vector almost completely lying in the horizontal deflection plane.
In particular, radiation generated by undulators, as it is the case at beamlines I07 and P08, exhibits
extremely high horizontal polarizations of 98% or even better (ph ≥ 0.98). Thus, the fraction of
vertical polarization can be neglected and solely horizontal polarization factors Phor, as listed in
Table 4.1, have to be considered.
Further, the detected intensity depends on the area of the sample, which is illuminated by the
incident beam and simultaneously visible to the detector. Thus, this ’active area’ varies with the
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(2S+3D)v at I07 (4S+2D) at P08

XRD GIXRD XRD GIXRD

Phor cos2(γ) 1− sin2(γ) cos2(δ) 1 1− sin2(γ) cos2(δ)

Carea
1

sinα

√
1−cos2(δ) sin2(γ−α)

sin δ
1

sinω

√
1−cos2(γ) sin2(δ−ω)

sin γ

Crod cos(γ − α)
√

1− cos2(δ) sin2(γ − α) cos(δ − ω)
√

1− cos2(γ) sin2(δ − ω)

Tab. 4.1: Correction factors applied for XRD and GIXRD measurements performed at I07 with a
(2S+3D)v-type diffractometer with vertical sample alignment and at P08 in horizontal geometry with a
(4S+2D)-type diffractometer. Phor denotes the polarization factor for horizontal polarization, Carea the
active area correction, and Crod the rod interception correction factor.

incident angle as well as with the detector position with respect to the sample. Additionally, the
area is determined by the slit settings and by the ROI defined during data processing (see above).
Though, as both ROI and slits are not varied during the measurements, the area correction factor
Carea solely depends on the respective diffractometer angles. For the case of specular diffraction
(XRD), the area correction is affected by the incident angle, whereas for GIXRD the incident angle
is kept constant and Carea is determined by the detection angles.
A further intensity correction applies, when considering the interception of, i.e., a CTR with the
Ewald sphere, which in turn exhibits a finite width. Thus, the interception volume of the Ewald
sphere with the crystal truncation rod most crucially decreases with increasing L values (meaning
increasing out-of-plane angles γ and δ for the setups at I07 and P08, respectively). This intensity
variation is taken into account by the correction factor Crod for interception of the CTRs with the
Ewald sphere.
Usually, an additional correction factor, the Lorentz factor CLor, which accounts for variations in the
integration volume when converting from real to reciprocal space should be considered. Depending
on the source in literature, this factor often includes the already mentioned interception factor Crod

(see above). However, within this work, both factors are treated separately. The Lorentz factor was
traditionally introduced for CTR data acquisition using a point detector, where the intensity of the
CTR for any given L value is obtained by rotating the sample around its normal (azimuthal angle)
that the CTR will rotate through the detector and the signal will be scanned (mostly) laterally in
reciprocal space to produce a so-called ’rocking curve’ [167]. The performed linear angular rotation
does not correspond to a linear scan in reciprocal space, which therefore has to be corrected by the
Lorentz factor. However, when using a two-dimensional detector, the whole lateral (and vertical)
extent of the CTR is captured within one single detector image and the sample does not need to
be rotated around its azimuthal angle (also known as ’stationary mode’). Hence, no Lorentz factor
has to be considered to correct an integrated rocking curve [163, 166]. Solely the rod interception
factor Crod (cf. above) has to be taken into account.
The total corrected intensity Icor is consequently given by

Icor =
1

PhorCareaCrod
Imeas , (4.3)

where Imeas is the measured and background corrected intensity.
To further analyze the corrected x-ray diffraction data, an in-house built fitting program, namely
RodsNPlots, is used, which was initially developed by A. Greuling [168] and further extended by
S. Hahne and F. Bertram [169, 170]. This tool allows to calculate x-ray diffracted intensities, i.e.,
along different CTRs measured in specular or in GIXRD geometry. It is based on full kinematic
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diffraction theory and, consequently, the calculated diffracted intensity is referred to Eq. (2.45).
For the calculations, a user-defined model has to be implemented, which consists of a defined number
of crystalline layers on a chosen substrate. Each film within the system (including the substrate)
is defined by several structural parameters, which can either be fixed to certain values or be varied
by the program within the fitting procedure of the calculation to the experimental data. For each
film, e.g., the type of material has to be chosen, which contains the information about locations of
different atoms within the unit cell and therefore comprises the respective structure factor. Further
parameters are the number of unit cells in vertical direction (∼number of layers), scaling factors for
layer and interface distances (only in vertical direction), the occupation factor, the adsorption site,
top and bottom RMS roughnesses as well as the Debye-Waller factor for each film. Further, laterally
coexisting columns each consisting of an independent number of layers can be considered, which
is usually used to implement different laterally coexistent structural phases within the thin film
system. However, for the calculations performed in this work, this option is not used, since single
columns are sufficient to describe the experimental data of the investigated thin films properly.
For fitting the calculations to the experimental data, different numerical optimization algorithms
can be applied. Within this work, the (comparably fast) Nelder-Mead simplex algorithm followed
by the (more accurate) differential evolution algorithm are used consecutively to obtain a model,
which serves as the best description of the experimental data. More detailed descriptions and
explanations concerning RodsNPlots, the used fitting parameters and optimization algorithms can
be found in Ref. [50].

4.4 SQUID magnetometry

For the characterization of bulk magnetic properties of the prepared thin films, superconducting
quantum interference device (SQUID) magnetometry is applied. This technique represents a highly-
sensitive detection method of magnetic flux measurements. In the following, some fundamental
mechanisms, which underlie the functionality of a SQUID, are briefly described. Further, the
experimental setup of the used SQUID magnetometer and the processing scheme of measured
magnetometry data is presented.

4.4.1 Fundamental mechanisms

The functionality of a SQUID is based on the combination of two physical phenomena, namely
flux quantization [171] and the Josephson effect [172]. Thus, both effects are briefly described here.
More details about the operation principle of a SQUID and the underlying effects but also about
further developments and different applications can be found in Refs. [173–175].

Flux quantization

The current in a superconductor is carried by pairwise weakly coupled electrons, known as so-called
Cooper pairs, which can be described collectively by a single (macroscopic) quantum wave function
Ψ = Ψ0 e

iθ, where Ψ0 is the amplitude and θ the phase of the condensate. If one now considers a
closed superconducting ring (present in the superconducting state), the phase of the wave function
has to be continuous, meaning that when you trace the wave around the ring in one complete turn,
the phase needs to go back to the same value as at the starting point (cf. Fig. 4.8). Thus, only
certain discrete states are allowed within the superconducting ring.
Yet, when magnetic flux Φ is applied to the ring, this flux modifies the phase along the ring,
corresponding to the Aharonov-Bohm effect [176]. However, due to only discretely allowed states
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superconducting ring
phase θ

Fig. 4.8: Principle sketch of a superconduct-
ing ring. The phase variation of the condensate
in the ring is represented as an oscillating line.
The phase has to be continuous, which means
that it needs to attain the same value when
tracing the quantum wave around the ring in
one complete turn. Intermediate states, where
the phase within the loop is non-continuous,
cannot exist.

within the ring, also solely certain amounts of flux are allowed within the ring. This behavior is
known as flux quantization, initially predicted by F. London [171] and experimentally observed
by B. S. Deaver and W. M. Fairbank [177] and, independently, by R. Doll and M. Näbauer [178].
Magnetic flux can therefore only exist in integer multiples of the flux quantum Φ0 = h/2e =
2.068× 10−15 Wb (h: Planck constant, e: electron charge) within the ring.

Josephson effect

In 1962, B. D. Josephson predicted the possibility of Cooper pairs tunneling through a thin re-
sistive (insulating) barrier between two superconducting regions [172]. This tunneling process is
known as the Josephson effect (or Josephson tunneling), whereas the barrier with the two adjacent
superconducting regions is known as the Josephson junction (often the barrier is denoted as a ’weak
link’). It was found that the current I flowing through a junction is given by

I = Ic sin(δ) , (4.4)

where δ = θ1−θ2 denotes the difference of phases θ1 and θ2 of the ground states in the two respective
superconductors. Ic is the critical current of the junction, which is the maximum supercurrent
that can flow across the junction without dissipation and, thus, without a voltage drop. When
the current through the junction is increased from zero the flow of Cooper pairs constitutes a
supercurrent and initially the voltage across the junction remains zero until the current reaches the
critical current. Though, for I > Ic a voltage U appears, and the phase shift δ evolves with time
according to

dδ

dt
=

2e

~
U = 2π

U

Φ0
. (4.5)

superconductor 1
superconductor 2

Josephson junction

Ψ Ψ= e
iθ1

0,11

Ψ Ψ= e
iθ2

0,22 Fig. 4.9: Principle sketch of the Josephson ef-
fect. Two superconductors are separated by
a resistive/insulating barrier, known as the
Josephson junction. The Josephson effect de-
scribes the tunneling process of Cooper pairs
through the junction.
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Fig. 4.10: (a) Principle design of a dc SQUID with a superconducting loop, which is interrupted by two
similar Josephson junctions (purple), one in each branch of the loop. For operation, a biasing current
Ib, which is slightly bigger than the sum of both critical currents of the Josephson junctions, is applied
across the loop. Externally applied magnetic flux Φ results in a phase variation across both junctions.
As the SQUID operates in the resistive mode, these phase variations cause a voltage drop across the
SQUID. (b) The measured voltage U oscillates periodically as the applied flux is varied and exhibits a
period of the flux quantum Φ0.

SQUID sensor

A SQUID sensor simultaneously makes use of the flux quantization within a superconducting loop
and the characteristics of a Josephson junction. In general, it consists of a superconducting ring,
which is interrupted by one or more Josephson junctions, depending on the type of SQUID. Within
this work, solely a dc SQUID (dc: direct current) is used for measurements of magnetic moments.
This type of SQUID consists of two similar Josephson junctions connected in parallel on the su-
perconducting ring, one in each branch of the loop [Fig. 4.10(a)]. In contrast, an rf SQUID (rf:
radio frequency) only comprises a single junction within the superconducting loop, which makes
its production and electronic control less complex but its performance also less sensitive [175].
For operation of a dc SQUID, a constant biasing current Ib close to (usually slightly above) the
double value of the critical current Ic of each junction is applied across the SQUID. Due to the
parallel arrangement, this current equally splits in the two branches of the superconducting loop.
When an external magnetic flux is now coupled into the loop, a screening current Is circulates in
the ring to generate a magnetic field, which cancels out the external magnetic flux. This in turn
results in a change of the phase differences across the Josephson junctions. As the current flowing
through the junctions exceeds their critical current Ic, the SQUID operates in the resistive mode
and the changing phase shift appears as a voltage drop across the junctions. This voltage oscil-
lates periodically with the phase changes and therefore corresponds to the change of the externally
applied magnetic flux. As the external flux increases (or decreases), the voltage will change in a
periodic manner with the period being that of the flux quantum Φ0 [cf. Fig. 4.10(b)]. Voltage
minima are obtained at integer multiples of Φ0, whereas the maxima are located in between at
additional half integer multiples of Φ0. Monitoring the change in voltage therefore allows to deter-
mine the magnetic flux that has been coupled to the SQUID. Note that unlike the flux contained
within a closed superconducting loop, which can only achieve integer multiples of a flux quantum
(cf. above), the flux applied to a SQUID can attain any value.
In fact, conventional electronics can detect voltages corresponding to magnetic flux changes of much
less than one flux quantum Φ0, which manifests the high sensitivity of a SQUID for magnetic flux
measurements. In particular, by using external feedback electronics, the working point of a SQUID
can be adjusted to a unique regime on the U − Φ curve [175]. Usually, a SQUID is operated at
the steep part of the U − Φ curve where |(∂U/∂Φ)I | is a maximum. In this regime the resulting
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voltage change is approximately linear in magnetic flux changes. Hence, in essence the SQUID is a
highly-sensitive flux-to-voltage transducer, converting a tiny change of magnetic flux into a voltage.

4.4.2 Experimental setup

Within this work, a SQUID magnetometer of type S700X from Cryogenic Ltd. is used, which
allows to detect magnetic moments down to 10−8 emu = 10−11 Am2 (emu: electromagnetic units).
The main parts of this magnetometer are schematically depicted in Fig. 4.11.
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Fig. 4.11: Schematical drawing of the main parts of the used SQUID magnetometer. The superconduct-
ing magnet provides homogeneous magnetic fields up to 7 T along z-direction. The sample is attached
to a Kapton straw in the center of the magnet and can be moved vertically within the sample cham-
ber/variable temperature insert (VTI). The sample temperature can be controlled from 1.6 up to 400 K
within the VTI. Moving the sample along the vertical axis induces a current in the superconducting flux
transformer, which consists of the pick-up coil surrounding the sample and the input coil for coupling the
induced current/magnetic flux to the dc SQUID. The detection and feedback system sets the working
point of the dc SQUID and records the SQUID output voltage as a function of the sample position.
Adapted from [63].

The magnetometer consists of a superconducting magnet, which supplies homogeneous magnetic
fields up to 7 T along the vertical axis (z-axis). To maintain the magnet in the superconducting
state, it is cooled via the surrounding liquid Helium dewar. The sample is positioned in a small
sample chamber in the center of the magnet. It is attached to a Kapton straw and can be moved
within the homogeneous magnetic field along the vertical axis. The sample chamber, also denoted
as variable temperature insert (VTI), can be cooled down to 1.6 K via liquid He from the dewar
and can be annealed up to 400◦C by two seperate heating elements.
Within the used magnetometer, the SQUID itself is not directly exposed to the magnetic flux of the
sample. Here, the flux is coupled to the SQUID by a flux transformer, which is a superconducting
circuit consisting of a pick-up coil system surrounding the sample connected to an input coil for
the coupling to the SQUID. The pick-up coils surround the sample and are therefore exposed to
the magnetic flux to be measured. Thus, moving the sample through the detection coil along
the vertical axis results in local magnetic flux variations, which in turn induce a current in the
superconducting wire that is proportional to the change in magnetic flux. Note that due to the use
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of a superconducting pick-up coil this current is not dependent on the rate of flux change (as in the
case of conventional induction) but rather on the absolute change of magnetic flux while moving
the sample. The induced current is in turn coupled to the SQUID via the input coil.
One advantage of the use of such a flux transformer is that the area within the pick-up coil can be
arranged to the size necessary for the experiments and therefore be larger than the area within the
SQUID loop, which increases sensitivity. However, to maximize efficiency of flux transfer also both
inductances of detection and input coil have to be the same [173]. Another advantage of the use of
flux transformers is that it allows placement of the SQUID sensor in a noise reduced environment,
while the detection coil could be placed in field or temperature regimes well beyond the operational
limits of the SQUID sensor itself [175]. Further, the pick-up coil system used in this magnetometer
is designed as a second derivative gradiometer with two central clockwise loops and one counter-
clockwise loop above and one below the central loop pair. With this arrangement magnetic field
gradients as arising from external magnetic fields or due to drift of the applied magnetic field during
sample motion are cancelled out.
The supercurrent induced in the flux transformer due to change in magnetic flux when moving the
sample is coupled to the dc SQUID and is converted to a voltage output, which is proportional to
the applied change in magnetic flux (cf. above). This voltage is therefore recorded as a function of
the sample position along the z-axis within the detection coil. The resulting signal is fitted by a
theoretical curve of an ideal dipole, which in turn provides the magnetic moment µ of the measured
sample.

4.4.3 Processing of SQUID data

One disadvantage of SQUID magnetometry is that the magnetic response of the entire sample, i.e.,
of the substrate and the deposited thin film(s), is detected. However, to obtain the magnetic signal
of only one film, all other contributions have to be subtracted from the overall detected signal.
Within this work, most of the investigated ferrite films were deposited directly on the substrates.
Thus, to obtain the magnetic response in M vs H measurements solely of the thin films, one could
measure the magnetic contribution from the substrate prior to film deposition (cf. purple curve in
Fig. 4.12) and subtract it from the magnetic measurement after film deposition (cf. green curve in
Fig. 4.12).
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Fig. 4.12: Exemplary presentation of sub-
strate and film contributions in M vs H
measurements obtained for a NiFe2O4 film
on SrTiO(001). The recorded signal of
the complete sample (green curve) shows
contributions of both STO substrate and
NFO film. The magnetic response solely
stemming from the ferrimagnetic NFO film
(blue curve) can be obtained by subtract-
ing the raw signal of a clean SrTiO3 sub-
strate (scaled to the volume of the sub-
strate with the deposited film) from the to-
tal signal of the NFO/STO sample. The lin-
ear slope of the diamagnetic STO substrate
coincides with the slope in the high-field
regime (|µ0H| > 5 T) of the total NFO/STO
signal, where the ferrimagnetic NFO film is
saturated.
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4.4 SQUID magnetometry

Though, this procedure would be quite cumbersome and, alternatively, the single film contribution
(cf. blue curve in Fig. 4.12) can also be extracted only from the overall signal of film and substrate.
Since both substrate materials are diamagnetic at sample temperatures applied for M vs H mea-
surements of the films on each substrate (300 K for MgO, 5 K for SrTiO3), only diamagnetic/linear
contributions have to be subtracted in the magnetization curves. The linear slope of these contri-
butions can be determined by fitting the ferrimagnetically saturated high-field regions (usually for
magnetic fields above 5 T) of the overall M vs H data of film and substrate. By subtracting a line
with the resulting slope of the high-field regime from the overall data, the single (ferrimagnetic)
film contribution to the magnetic response is obtained.
By comparing the overall data of a deposited film on a substrate with the data obtained for the
single substrate (scaled to the same volume of the substrate with the deposited film, cf. Fig. 4.12)
it becomes evident that the high-field slopes of both measurements coincide. Hence, for linear
substrate contributions, the described background subtraction is a valid procedure to obtain solely
the magnetic response of the deposited film. This method is also applied for the thin CFO films
prepared by interdiffusion of CoO/Fe3O4 bilayers (cf. Chap. 8), since the additional signal from
CoO also only contributes with a diamagnetic/linear response to the overall magnetic signal in the
magnetization curve.
Moreover, the magnetic moment m obtained for a single film in SQUID measurements is further
given in absolute values in units of Am2. To achieve better comparability between different sample
sizes and between films of different thickness, the magnetic moments were scaled to magnetizations
M in units of µB/f.u. (f.u.: formula unit). The corresponding conversion is therefore given by

M
( µB

f.u.

)
=

a3
0

nf.u. ·µB · D · A
m
(
Am2

)
(4.6)

with m
(
Am2

)
as the film magnetic moment in units of Am2, a0 as the lattice constant of the

respective unit cell, nf.u. as the number of formula units per unit cell (nf.u. = 8 for the case of spinel
type ferrites), D as the film thickness (as determined by XRR), and A as the deposited area of the
sample.
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1Department of Physics, Osnabrück University, Barbarastrasse 7, D-49076 Osnabrück, Germany
2DESY, Photon Science, Notkestraße 85, D-22607 Hamburg, Germany

Abstract

NixFe3-xO4 thin films with varying Ni amount (0≤ x≤ 1.5) were deposited on MgO(001)
via reactive molecular beam epitaxy. The growth process was monitored during film de-
position by means of x-ray diffraction. All prepared films exhibit a well-ordered structure
with complete vertical crystallinity throughout the whole film growth and flat surfaces
of the final films independent of the Ni amount. An enhancement of vertical compres-
sion in the initial growth continuously decreases up to a film thickness of 8 nm. During
further growth, all films exhibit residual and constant vertical compression with lateral
adaption of the final films to the substrate lattice, as observed by high energy surface
x-ray diffraction experiments. Hard x-ray photoelectron spectroscopy measurements of
the final films reveal increasing Fe3+:Fe2+ ratios for higher Ni content and point to ad-
ditional NiO agglomerations within the films exceeding the stoichiometric Ni amount of
x = 1.
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Structural, electronic, and magnetic properties of thin
off-stoichiometric NixFe3-xO4 films on MgO(001)

Abstract

Off-stoichiometric NixFe3-xO4 thin films (x< 2.1) with varying Ni content x and compara-
ble thicknesses between 14.0 and 18.6 nm were grown on MgO(001) by reactive molecular
beam epitaxy. Synchrotron-based high resolution x-ray diffraction measurements reveal
vertical compressive strain for all films, resulting from a lateral adaption of the film to
the substrate lattice without any strain relaxation. Complete vertical crystallinity with
smooth interfaces and surfaces is obtained independent of the Ni content x. For x< 1 an
expected successive conversion from Fe3O4 to NiFe2O4 is observed, whereas for x> 1 NiO
agglomerations are formed within the films. However, angle resolved hard x-ray photo-
electron spectroscopy measurements indicate homogeneous cationic distributions without
strictly separated phases independent of the Ni content. The ferrimagnetic behavior, as
observed by superconducting quantum interference device magnetometry, in addition to
the high crystalline film quality independent of the Ni content x indicate high applicability
of ferrite films with off-stoichiometric cationic ratios in the field of spintronics.

6.1 Introduction

Transition metal ferrites with (inverse) spinel structure represent a promising class of oxide-based
materials for the application in, e.g., spnicaloritronics or spintronics [179–182], due to several
intriguing properties like, i.e., significant magnetic saturation moments and high Curie tempera-
tures [14]. In the field of spintronics, inverse spinel ferrites like NiFe2O4 and CoFe2O4 are suitable
for the application as a spin filter [17,18,20,21], where highly spin polarized tunneling currents are
generated. The insulating and ferrimagnetic properties of nickel and cobalt ferrite with an exchange
splitting of the energy levels in the conduction band result in different tunneling probabilities for
the two spin orientations, which make these ferrites highly suited as spin filters [182]. However,
the spin-filter efficiency is crucially determined by the structural quality of the tunneling barrier
and its interfaces [21]. Thus, ferrites have to be prepared as thin films with low defect densities to
obtain a high transmission of spin polarized tunneling currents.
Here, MgO(001) represents a suitable substrate material for the growth of thin ferrite films, since
the lattice mismatch between, i.e., NiFe2O4 (lattice constant aNiFe2O4 = 833.9 pm) and MgO(001)
(aMgO = 421.2 pm) is only 1.0% and between Fe3O4 (aFe3O4 = 839.6 pm) and MgO(001) is only 0.3%
(comparing the halved lattice constant of NiFe2O4 and Fe3O4 with one lattice constant of MgO,
respectively). Hence, only small strain and low defect densities are expected when depositing thin
ferrite films on MgO(001).
In addition, the chemical composition of ferrites, i.e., the cationic ratio, can have significant impact
on their structural, chemical, magnetic, and electronic properties [28, 29, 183, 184]. However, in
contrast to investigations with focus on the cationic Co:Fe ratio within CoxFe3-xO4 films [28,29], a
systematic study on the influence of the cationic stoichiometry in NixFe3-xO4 (NFO) films is still
lacking in literature. Thus, within this study, we prepare NixFe3-xO4 thin films on MgO(001) via
reactive molecular beam epitaxy and investigate the influence of the cationic stoichiometry on the
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structural, chemical, and magnetic properties.
Chemical composition and structure of the NixFe3-xO4 film surfaces were characterized by means
of laboratory-based x-ray photoelectron spectroscopy (XPS) and low energy electron diffraction
(LEED), respectively. Further, bulk structure was analyzed by synchrotron-based high resolution
x-ray diffraction (HR-XRD), whereas film thicknesses were determined by analysis of x-ray re-
flectivity (XRR) measurements. The chemical composition and cationic valence states in deeper
layers were investigated by hard x-ray photoelectron spectroscopy (HAXPES). In addition, angle
resolved HAXPES (AR-HAXPES) measurements reveal information about the depth-dependent
cationic stoichiometry. X-ray absorption (XAS) and x-ray magnetic circular dichroism (XMCD)
measurements were complementary conducted to obtain information about the cationic valence
states and site occupancies. Magnetic properties were characterized by means of superconducting
quantum interference device (SQUID) magnetometry and additionally analyzed by applying the
widely-used sum rules to the XMCD data.

6.2 Experimental details

In total, 14 NixFe3-xO4 thin films with comparable thicknesses between 14.0 and 18.6 nm and vary-
ing Ni amounts x (0≤ x≤ 2.07) were prepared on MgO(001) substrates via RMBE in an ultra high
vacuum (UHV) chamber. However, due to the large number of samples, not every ferrite film could
have been characterized by each conducted measurement technique. Nevertheless, each technique
comprises data of a representative number of ferrite films and allows to follow the respective inves-
tigated characteristics in dependence of the Ni amount x.
Prior to film growth, the substrates were annealed at 400◦C for 1 h in a molecular oxygen atmo-
sphere of 1× 10−4 mbar to obtain clean and well-ordered substrate surfaces. Chemical purity and
surface structure were controlled after substrate annealing by means of laboratory-based in situ
XPS and LEED, respectively. Thin NFO films were deposited on the cleaned substrates via ther-
mal co-evaporation of Ni and Fe via electron bombardment of the respective pure metal rods in
a molecular oxygen atmosphere of 5× 10−6 mbar, while the substrate temperature was controlled
to 250◦C during film growth. The ratio of Ni and Fe in the prepared ferrite films was varied by
tuning the flux of each evaporator to obtain NFO films with varying stoichiometry. Further, the
overall deposition rate of 1-1.5 nm/min was approximately kept constant and the deposition time
was accordingly adjusted to achieve comparable film thicknesses. The chemical composition, i.e.,
the Ni:Fe ratio in the ferrite films as well as the surface structure were again controlled in situ by
means of surface sensitive XPS and LEED, respectively. For XPS measurements, Mg Kα radiation
with a photon energy of Eph(MgKα) = 1253.6 eV was used.
After film preparation and in situ surface characterization (XPS, LEED), film thicknesses were
determined ex situ by means of x-ray reflectivity (XRR) in a Philips X’Pert Pro diffractometer
at Bielefeld University. Here, Cu Kα radiation with a photon energy of Eph(CuKα) = 8048.0 eV
was used. XRR data was analyzed using an in-house-developed fitting tool, which is based on the
Parratt algorithm [52] and the Névot-Croce roughness model [54].
Additionally, the ferrite thin film structure was characterized by high resolution x-ray diffraction
(HR-XRD) measurements at beamline P08 of PETRA III at the Deutsches Elektronen-Synchrotron
(DESY), Germany. Here, a photon energy of Eph = 18 keV was used. Sample and detector were
positioned with respect to the incident beam by using a six-circle (4S+2D-type) diffractometer (KO-
HZU NZD-3), while data acquisition was conducted by using a two-dimensional detector (PILATUS
100k or DECTRIS EIGER 1M). The HR-XRD measurements were conducted in θ-2θ geometry to
perform scans along the (00L) crystal truncation rod (CTR) across the MgO(002) and NFO(004)
Bragg reflections. Analysis of HR-XRD data was performed by using an in-house-developed fitting
tool, which employs calculations based on full kinematic diffraction theory.
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Complementary to laboratory-based surface sensitive XPS, HAXPES measurements were con-
ducted at beamline P09 of PETRA III at DESY. In contrast to XPS, the higher used photon
energy of Eph = 6 keV for HAXPES measurements excites photoelectrons with higher kinetic en-
ergy and, thus, higher IMFPs and consequently higher probing depths. Thus, HAXPES is used to
determine the chemical composition and cationic valencies not only in the near-surface region (as
probed by XPS) but also in deeper subsurface layers. To record HAXPES spectra at beamline P09,
the endstation is equipped with a SPECS Phoibos 225 HV hemispherical analyzer with a delayline
detector.
Additionally, a wide-angle lens with ±30◦ angular acceptance was used to record angle-resolved
HAXPES (AR-HAXPES) spectra of photoelectrons with different off-normal emission angles φ
(cf. Fig. 4.6). The angular-dependent information depth D95

I , from which 95% of photoelectrons
(detected at the off-normal emission angle φ) originate, is given by

D95
I (φ) = −λ cosφ ln(1− 95/100) (6.1)

with λ as the IMFP of the respective photoelectrons. Calculated values for λ and D95
I (φ= 0) for

electrons originating from Fe 2p and Ni 2p orbitals are given in Chap. 7. As a consequence, varying
the detection angle φ in AR-HAXPES measurements allows for depth-dependent photoelectron
detection. For this purpose, the incident angle θ = 40◦ between incident beam and surface plane
was kept constant and data detected within acceptance angle sections of 8◦ were summed up for
better statistics.
Magnetic properties of the prepared NFO films were characterized by using a SQUID of type S700X
from CRYOGENIC. Here, the magnetization M was recorded at room temperature in dependence
of the applied magnetic field H, which was tuned from +7 T down to -7 T and back again to obtain
M vs H curves, which show hysteretic behavior for ferri-/ferromagnetic material.
Complementary, XAS and XMCD measurements were performed additionally to probe the cationic
valence states and their occupancies within the film lattice. These measurements were performed
at the Superconducting Vector Magnet Endstation at beamline 4.0.2 of the Advanced Light Source
(ALS). All samples were measured at room temperature with an incident angle of 30◦ towards the
[100] direction of the ferrite films. XMCD measurements were conducted in a magnetic field of
0.4 T along the x-ray beam. The degree of circular polarization was 90%. The XAS and XMCD
spectra were measured across the Fe L2,3 (690 - 750 eV) and Ni L2,3 (835 - 890 eV) absorption edges
in total electron yield (TEY) mode, which is very surface sensitive with probing depths of 2 -5 nm
in transition metal oxides [156–158]. XMCD data is further used to obtain information about
the separate orbital and spin magnetic moments of the Ni and Fe cations within the ferrite films.
Therefore, the sum rules derived by Thole et al. and Carra et al. [87, 88] and first successfully
confirmed by Chen et al. [89] were applied. Here, the number of 3d holes as well as the correction
factors derived by Teramura et al. [185] are adjusted according to the cationic stoichiometry within
the respective film.

6.3 Results

6.3.1 Surface characterization: XPS and LEED

The chemical composition, i.e., the ratio between Ni and Fe of the prepared NixFe3-xO4 films
was determined by analyzing the Ni 3p and Fe 3p spectra measured in situ by surface sensitive
XPS. The corresponding spectra are depicted in Fig. 6.1(a). For increasing Ni content x within
the ferrite films, the intensity of the Ni 3p spectrum increases compared to the decreasing Fe
3p intensity. To determine the Ni:Fe ratio, the areas below the Ni 3p and Fe 3p spectra were
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Fig. 6.1: (a) Ni 3p and Fe 3p spectra of NixFe3-xO4 thin
films with varying Ni amount x measured by XPS. (b)
Both Ni 3p and Fe 3p main lines are each accompanied by
two satellites at their high binding energy sides as shown
for the exemplary spectrum with x=1.20. The Ni content
x was determined by taking the background subtracted
areas A3p

Fe and A3p
Ni (filled regions) into account.

determined after subtracting a Shirley background and deconvoluting each 3p spectrum into one
main 3p photoemission line and two satellites located at the higher binding energy sides of each 3p
spectrum [cf. Fig. 6.1(b)]. Main photoemission lines and satellites were each fitted by a convolution
of a Lorentzian and a Gaussian, while the proportion of the Lorentzian and Gaussian contribution
was kept variable during the fitting process. The sum of all fitted peaks results in the overall fits,
which completely match with the measured data of each ferrite film, as seen in Fig. 6.1(a). As the
binding energies of Ni 3p and Fe 3p spectra only differ by a few eV (∼12 eV) from each other, the
energy dependent IMFPs λ3p

Ni ≈ λ3p
Fe = 2.3 nm (D95

I = 6.9 nm) and the transmission function of the
spectrometer are also very similar for these photoelectrons. As a consequence, the Ni amount x of
the prepared ferrite films is determined via

x = 3
INi

INi + IFe
= 3

A3p
Ni/σ

3p
Ni

A3p
Ni/σ

3p
Ni +A3p

Fe/σ
3p
Fe

, (6.2)

with A3p
Ni,Fe as the area below the background subtracted Ni and Fe 3p spectra [including satel-

lites, cf. Fig. 6.1(b)] and σ3p
Ni,Fe as the respective photoelectric cross sections [72]. The resulting

Ni amounts x for the presented XPS spectra are given next to the respective measurements in
Fig. 6.1(a). However, due to the variable contributions of the satellites in the 3p spectra, an exper-
imental error of ∆x =±0.08 has to be considered.
In addition to the determination of the chemical composition by means of surface sensitive XPS,
the surface structure of the prepared ferrite films is determined via in situ LEED measurements.
Fig. 6.2 shows an exemplary selection of representative LEED pattern for varying Ni amounts in
the ferrite films. For better comparison, the electron energy of 162 eV is the same for all depicted
diffraction pattern.
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Fig. 6.2: LEED pattern at an electron energy of 162 eV for several exemplary NixFe3-xO4 thin films on
MgO(001) with varying Ni content x. The (

√
2 ×
√

2)R45◦ superstructure (red square), characteristic
for an Fe3O4(001) surface (x = 0), vanishes for Ni contents of x≥ 0.69, whereas the spinel type (1× 1)S
surface structure (green square) stays visible up to x = 1.50. For x≥ 1.80 solely a square (1 × 1)RS

structure (blue square) is obtained, which is four times larger than the reciprocal unit cell of the spinel
type (1× 1)S structure and corresponds to the rock salt type surface unit cell, as seen by comparison to
NiO.

For the Fe3O4 film (x = 0) a clear (
√

2 ×
√

2)R45◦ superstructure in addition to the spinel type
(index S) square (1 × 1)S surface structure is visible. This superstructure is characteristic for
Fe3O4(001) surfaces and vanishes for Ni contents x≥ 0.69, whereas the spinel type (1× 1)S surface
structure stays visible up to x = 1.50. For even larger Ni contents x≥ 1.80 solely a (1×1)RS surface
structure is visible, which exhibits a square reciprocal surface unit cell that is four times larger
than the spinel type reciprocal (1 × 1)S unit cell. This larger reciprocal unit cell corresponds to
the surface unit cell of a rock salt type surface (index RS), as it is obtained for LEED at, e.g., NiO
surfaces. These observations indicate the formation of merely spinel type structures up to a Ni
content of x = 1.50 with parts of the surface formed by stoichiometric Fe3O4 up to a Ni amount of
x = 0.69. However, the sole presence of a (1×1)RS surface structure as obtained for x≥ 1.80 with a
four times larger reciprocal surface unit cell (meaning a four times smaller surface unit cell in real
space) compared to the unit cell of the spinel type (1× 1)S structure points to a major formation
of rock salt type structures at the surface.

6.3.2 XRR

In addition to the in situ surface characterization by means of XPS and LEED, XRR measurements
were conducted ex situ after transport under ambient conditions. The resulting measurements of
some representative NFO films with varying Ni content x and the corresponding calculated XRR
curves are shown in Fig. 6.3. For all films clear Kiessig fringes, which result from interference of
x-rays reflected at the film surface and at the interface between film and substrate, are visible and
therefore point to low interface and surface roughnesses independent of the Ni amount x. For the
calculations of XRR curves, the refractive index of the MgO substrate at the used x-ray energy
of Eph(CuKα) = 8048.0 eV was kept fixed [186]. In contrast, thickness, interface/surface roughness,
and refractive index of the film were used as free fit parameters. As seen in Fig. 6.3, the calculated

85



Structural, electronic, and magnetic properties of thin off-stoichiometric NixFe3-xO4 films on
MgO(001)

0.05 0.1 0.15 0.2 0.25 0.3 0.35

scattering vector q (Å-1)

in
te

ns
it

y 
(a

rb
. u

ni
ts

)

0 0.5 1 1.5 2 2.5

Ni amount x

1.4

1.6

1.8

2
10-5

δNFO

Fe O3 4

δNiO

x

2.07

1.80

1.50

1.35

0.87

0.69

0.33

14.4

15.4

15.6

15.4

18.6

16.9

18.6

D (nm)

δ

data

fit

Fig. 6.3: XRR measurements for
NixFe3−xO4 thin films of film thickness D
with varying Ni content x. The calculated
XRR curves are in excellent agreement
with the measured data. Clear Kiessig
fringes point to low surface and interface
roughnesses for all films. The dispersion
δ is increasing for increasing Ni amount
x (shown in the inset). The dispersion
values for stoichiometric Fe3O4, NiFe2O4

(NFO), and NiO at the used x-ray en-
ergy of 8048.0 eV (Cu Kα) are depicted
for comparison (dashed lines). The red
dotted line represents the (linear) evolu-
tion of δ, if Ni cations were solely incor-
porated on spinel type lattice sites with
increasing x.

XRR curves are in excellent agreement with the measured data, pointing to single homogeneous
films for all Ni contents. The resulting film thicknesses range from 14.0 to 18.6 nm (not all curves
are shown here). More remarkably, the obtained dispersions δ (δ ∝ ρel with ρel as the electron
density) are increasing for an increasing Ni amount x in the ferrite film (cf. inset of Fig. 6.3),
as it is expected considering the literature values of stoichiometric Fe3O4 (δFe3O4 = 1.54 · 10−5),
NiFe2O4 (δNFO = 1.57 · 10−5), and NiO (δNiO = 1.94 · 10−5) [186]. For Ni amounts x≤ 1.50
only a slight increase of δ is observed with increasing x, matching the linear evolution obtained
theoretically if Ni and Fe cations solely occupy spinel type lattice sites (red dotted line) according
to the slight increase of the literature values of Fe3O4 and NiFe2O4. In contrast, for x≥ 1.80 (in
particular for x = 2.07) the dispersions are clearly exceeding these values and are approaching the
dispersion expected for NiO, which enforces the assumption of NiO-type phase formations.

6.3.3 HR-XRD

To characterize the structure of the prepared NFO films HR-XRD measurements were performed
after transport to beamline P08 of PETRA III at DESY. The recorded data along the (00L) CTR
close to the MgO(002) Bragg condition for several representative NFO films with varying Ni amount
are depicted in Fig. 6.4(a). For all measurements, a clear NFO(004) Bragg peak is visible, which
is located at slightly higher L values than the MgO(002) reflection due to the slightly lower layer
distance of the ferrite film compared to the layer distance of the MgO substrate. Moreover, the
measured (00L) CTRs exhibit clear Laue fringes, pointing to smooth interfaces and high crystalline
film quality, which is in accordance with the XRR results (cf. Fig. 6.3).
Further, the recorded HR-XRD data was analyzed using calculations based on full kinematic diffrac-
tion theory. The resulting models show very good agreement with the measured diffraction data,
as seen in Fig. 6.4(a). From these calculations, parameters like the vertical layer distance dvert, the
interface distance dIF, the number of film monolayers (ML) NML, as well as the ferrite film surface
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Fig. 6.4: (a) HR-XRD measurements along the (00L) CTR across the MgO(002) and NFO(004) Bragg
conditions with corresponding calculations based on full kinematic diffraction theory for NFO films
with different Ni amounts x. The calculated models show very good agreement with the measured data.
Clear Laue fringes point to smooth interfaces and high crystalline quality. (b) Vertical layer distance dvert

compared to (relaxed) bulk layer distances of MgO, Fe3O4, NiFe2O4, and NiO (dashed horizontal lines).
The filled regions cover the range between completely relaxed (upper boundary) and fully compressed
layer distances (lower boundary), assuming an adaption of the film to the substrate lattice. (c) Interface
distance dIF, and (d) film surface roughness σNFO and (vertical) crystalline amount Dcryst/D as resulting
from the calculated models for varying Ni amount x.

roughness σNFO are extracted. From the number of monolayers NML and the vertical layer distance
dvert, the crystalline film thickness Dcryst = NMLdvert can be determined and compared to the total
film thickness D (as determined by XRR, see above). The results dvert, dIF, as well as σNFO and
the vertical crystalline amount Dcryst/D in dependence of the Ni amount x within the ferrite films
are depicted in Fig. 6.4(b), (c), and (d), respectively.
The vertical layer distance dvert within the NFO films decreases up to a Ni amount of x = 1.20 and
increases for higher Ni content up to x = 2.07 [see Fig. 6.4(b)], which can be followed by regarding
the position of the NFO(004) Bragg peak, which is increasing in L up to x = 1.20 and decreasing
again for higher x [see Fig. 6.4(a)], meaning decreasing/increasing layer distances, respectively. This
behavior can be understood qualitatively by comparing this trend with the bulk layer distances of
stoichiometric Fe3O4, NiFe2O4, and NiO [cf. dashed lines within Fig. 6.4(b)]. Here, Fe3O4 (x = 0)
exhibits the largest layer distance of dFe3O4 = 209.9 pm, whereas for stoichiometric NiFe2O4 (x = 1)
the smallest bulk layer distance of dNiFe2O4 = 208.5 pm is obtained, which can explain the decrease
of dvert for increasing x between 0≤ x≤ 1.2. In contrast, bulk NiO exhibits again a slightly larger
layer distance of dNiO = 208.8 pm compared to NiFe2O4. Thus a further increase of the Ni amount
above the stoichiometric value of x = 1 should also result in an increase of the layer distance dvert,
if further Ni cations result in NiO-type formations. In fact, this behavior is observed here for
x> 1.20 and therefore consistent with the obtained results, if saturation of the spinel type lattice
sites is assumed for x≥ 1.20. In accordance with LEED and XRR results, such a saturation of the
spinel-type lattice sites can be assumed for the range 1.20≤ x≤ 1.50.
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However, as seen in Fig. 6.4(b), all films are compressively strained in vertical direction, since the
absolute values of dvert are clearly below the bulk values of Fe3O4, NiFe2O4, and NiO for stoichiome-
tries of x< 1, x≈ 1, and x> 1, respectively. This observation can be understood by assuming a
lateral adaption of the ferrite film to the substrate lattice and, consequently, the presence of lat-
eral tensile strain, which results in vertical compression within the ferrite films. A more detailed
(quantitative) analysis of this assumption is given in Sec. 6.4.
Furthermore, the interface distance dIF is smaller than the determined layer distances and almost
constant for Ni amounts x≤ 1.20, whereas it is significantly decreasing for further increasing Ni
content [see Fig. 6.4(c)]. Complementary to the LEED results (cf. Fig. 6.2), which indicate the
emergence of an almost single rock salt like structure at the surface for x> 1.50, the observed trend
of the interface distance also points to the formation of another structural phase (at the interface)
for a Ni content 1.20≤ x≤ 1.50.
The film surface roughness σNFO, as determined from HR-XRD analysis [cf. Fig. 6.4(d)], is very
low (σNFO < 1.0 Å) and constant for x≤ 1.20, whereas it is only slightly increased but constant
for x≥ 1.50 (σNFO ≈ 1.3 Å). In fact, these very low values for all films indicate smooth surfaces,
which is in accordance with the sharp reflexes obtained in the LEED pattern (see Fig. 6.2), and
comes along with complete vertical crystallinity Dcryst = D independent of the Ni content x [cf.
Fig. 6.4(d)].

6.3.4 HAXPES

Complementary to surface sensitive XPS, HAXPES measurements were conducted at P09 of
PETRA III at DESY to determine the chemical composition and the cationic valencies also in
deeper subsurface layers. While for laboratory based (soft) XPS the maximum information depth
D95
I (φ= 0) [cf. Eq. (6.1)] of the analyzed Ni 2p and Fe 2p photoelectrons passing through NiFe2O4

is about 3-4 nm, it is crucially enhanced to about 22 nm for HAXPES with an x-ray energy of
6 keV. Hence, the performed HAXPES measurements completely probe the prepared NFO films
in vertical direction, as the film thicknesses of up to 18.6 nm are still well below the maximum
information depths. This determination is supported by the fact that the Mg 1s photoemission
signal originating from the substrate is still visible in all HAXPES measurements.
The recorded Ni 2p spectra for NixFe3-xO4 films with varying x are depicted in Fig. 6.5(a). All
spectra exhibit the main spin-orbit split 2p1/2 and 2p3/2 photoemission peaks with satellites ∼7 eV
above the main lines, which are characteristic for Ni2+ present in several oxides as, e.g., NiO or
NiFe2O4 [187–189]. For a more detailed analysis, the Ni 2p3/2 spectra were fitted by several peaks
[cf. inset of Fig. 6.5(b)], each one described by a convolution of a Lorentzian and a Gaussian,
whereas the ratio between both contributions was kept variable during fitting. The number and
positions of individual peaks were based on the theoretical description of Ni 2p spectra by Vee-
nendaal and Sawatzky [189], resulting in one peak for the main photoemission line in addition to
one peak describing the high binding energy shoulder, as well as four contributions to the satellite
structure located ∼7 eV above the main Ni 2p3/2 line [cf. Fig. 6.5(b)].
As seen in Figs. 6.5(a) and (b), the Ni 2p spectra undergo several changes when varying the Ni con-
tent within the ferrite films. First, the binding energy position of the Ni 2p3/2 main photoemission
line (determined as the position of the maximum overall intensity) for Ni amounts x< 1.0 remains
constant at ∼855.2(1) eV, while it is significantly decreasing for further increasing Ni content x> 1.0
[cf. Figs. 6.5(b) and (c)]. For Ni amounts close to the stoichiometric NiFe2O4 value of x = 1 the Ni
2p3/2 position is comparable to the value of 855.0(2) eV for Ni in NiFe2O4 as reported by Kuschel et
al. [36]. Since the Ni 2p3/2 position of ∼854.5 eV as reported for NiO [190] is significantly lower than
the Ni 2p3/2 position in NiFe2O4, the observed subsequent decrease of the binding energy down to
∼854.7 eV for x = 2.07 is a behavior to be expected when further increasing the Ni content.
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Fig. 6.5: (a) Ni 2p spectra of several prepared NixFe3-xO4 films with varying Ni content x measured by
HAXPES along with overall fits (solid lines). (b) Enlarged section of the Ni 2p3/2 region with an emerging
high binding energy shoulder of the Ni 2p3/2 main line for increasing Ni amount. The deconvoluted peaks
for the overall fit are depicted in the inset exemplarily for x = 2.07. (c) Position of the maximum intensity
of the Ni 2p3/2 main line. (d) Background subtracted areas of the high binding energy shoulder ANiO

sh and
of the emerging satellites Asat1,4 = Asat1+Asat4 compared to the area below the whole Ni 2p3/2 spectrum
A(Ni 2p3/2).

In addition to the decreasing Ni 2p3/2 position, the high binding energy shoulder ∼1.5 eV apart
from the main line is significantly enhanced [and visibly distinguishable from the main line, cf.
Fig. 6.5(b)] for x> 1.35 compared to lower Ni contents. In particular, the background subtracted
area ANiO

sh of this shoulder in relation to the total area A(Ni 2p3/2) of the Ni 2p3/2 spectrum is
steadily increasing for increasing Ni content x ≥ 1.35 [cf. Fig. 6.5(d)]. This shoulder can be theo-
retically described as a result of a screening process by electrons not originating from the oxygen
orbitals around the respective Ni atom, but from neighboring NiO6 clusters (with Ni2+ cations
occupying octahedral sites) [189]. Hence, the appearance and enhancement of this shoulder can be
ascribed to the presence and increasing content of NiO agglomerations within the ferrite films with
increasing x.
Furthermore, the satellite structure ∼7 eV above the main Ni 2p3/2 line slightly changes during
variation of the Ni content. In particular, the intensities of the two satellites at ∼859.2 (sat. 1) and
∼866.9 eV (sat. 4) change for varying x. Fig. 6.5(d) shows the summed up intensities/background
subtracted areas Asat1,4 = Asat1+Asat4 in relation to the overall intensity A(Ni 2p3/2) of the Ni
2p3/2 spectrum. While the intensity of both satellites almost vanishes for low Ni content x< 1.0,
it increases with further increasing x above the stoichiometric value (x> 1.0). According to Vee-
nendaal and Sawatzky, these satellites also result from the presence of neighboring NiO6 clusters.
Hence, the observed increasing intensities of both high binding energy shoulder and the mentioned
satellites correspond to the enhanced formation of NiO agglomerations within the ferrite films with
increasing Ni amount x.
In addition, Fe 2p HAXPES spectra were recorded to determine the existent valence states of Fe
cations within the ferrite films with varying Ni:Fe ratios, as depicted in Fig. 6.6(a). For analysis,
both spin-orbit split Fe 2p3/2 and Fe 2p1/2 background subtracted spectra were fitted by several
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Fig. 6.6: (a) Fe 2p spectra of several prepared NixFe3-xO4 films with varying Ni content x measured
by HAXPES along with overall fits (solid lines). The deconvoluted peaks for the overall fit are depicted
exemplarily for the Fe3O4 film (x = 0) with filled background subtracted areas of the Fe 2p3/2 (red) and
the Fe 2p1/2 spectrum (green). (b) Enlarged section of the Fe 2p3/2 region with a low binding energy

shoulder Fe2+sh of the Fe 2p3/2 main line at ∼708.4 eV. Additionally, the position of the Fe 2p3/2 maximum
as reported in literature for the case of Fe3O4 is marked by a (red) dashed line. (c) Positions of the
maximum intensity of the Fe 2p3/2 and Fe 2p1/2 main lines. (d) Background subtracted areas of the

low binding energy shoulder A(Fe2+sh ) and of the Fe3+ satellite A(Fe3+sat) compared to the area below the
whole Fe 2p3/2 spectrum A(Fe 2p3/2).

functions, which are each described by a convolution of a Lorentzian and a Gaussian. The ratio
between both contributions in each peak was again kept variable during the fitting procedure. Here,
the Fe 2p3/2 region is analyzed in more detail. It generally consists of two peaks forming the main
photoemission line as well as of two charge-transfer satellites at ∼715.6 and ∼718.8 eV, which can
be assigned to the presence of Fe2+ and Fe3+, respectively [191]. Moreover, a shoulder Fe2+

sh at the
low binding energy side of the main line at ∼708.4 eV [cf. enlarged region of the Fe 2p3/2 region in
Fig. 6.6(b)] results from the presence of Fe2+ cations [188].
First, the binding energies of the main Fe 2p3/2 and Fe 2p1/2 lines can serve as an indication for the
major Fe valency. Both values were determined as the positions of the maximum intensity of the
overall fit in each region and are depicted in Fig. 6.6(c) in dependence of the Ni amount x. For the
Fe3O4 film (x = 0), binding energies of 710.7(1) and 724.1(1) eV are obtained for the Fe 2p3/2 and
Fe 2p1/2 line, respectively, which both are in accordance with the values of stoichiometric Fe3O4

reported in literature [191]. Both positions shift to higher values for increasing Ni content in the
regime x< 1. If x is further increased (x> 0), both Fe 2p3/2 and Fe 2p1/2 positions approximately
remain constant at 711.0(1) and 724.6(1) eV, respectively, which agree with reported values ob-
tained for Fe2O3, where only Fe3+ cations are present [191].
Second, the intensities/background subtracted areas A(Fe3+

sat) and A(Fe2+
sh ) of the respective Fe3+

sat

charge-transfer satellite at ∼718.8 eV and the low binding energy shoulder Fe2+
sh at ∼708.4 eV are

determined in dependence of x in relation to the total area of the Fe 2p3/2 spectrum A(Fe 2p3/2)
[cf. Fig. 6.6(d)]. The Fe3+ satellite is almost constant for low Ni amounts, whereas its intensity is
significantly increased when surpassing the stoichiometric Ni amount of x = 1 and almost constant
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for further increased x. In contrast, the intensity of the low binding energy Fe2+ shoulder is contin-
uously decreasing for an increasing Ni amount up to x≈ 1, while it almost vanishes for even higher
Ni content. Both observations therefore constitute a decreasing relative amount of Fe2+ cations
when increasing the Ni content up to x = 1 in the ferrite films, whereas the relative Fe3+ amount
is increased and constant for x> 1. Further, this behavior is in accordance with the shift to higher
binding energies of the Fe 2p3/2 and Fe 2p1/2 spectra, as demonstrated above.
Note that only for the ferrite film with the highest Ni content of x = 2.07 a slight decrease of the
Fe3+ satellite and a small increase of the Fe2+ shoulder is noticed, which is in accordance with the
small shift of the Fe 2p3/2 and Fe 2p1/2 main lines back to lower binding energies for this sample.
These observation indicate a regain of Fe2+ cations in exchange of Fe3+ valencies for Ni amounts
of x> 2. However, to determine a clear trend this behavior should be investigated in more detail
by examining ferrite films with even higher Ni content x> 2.07.
In addition to the investigation of the cationic valencies within the prepared NixFe3-xO4 films, a
depth-dependent determination of the cationic stoichiometry is conducted by means of angle re-
solved detection of Ni 2p and Fe 2p spectra. Figs. 6.7(a) and (b) show the respective AR-HAXPES
Ni 2p and Fe 2p spectra detected at different photoemission angles φ exemplarily for the ferrite film
with x = 1.20. Lower angles of photoemission correspond to a more bulk-like sensitivity, whereas
higher photoemission angles mean higher surface sensitivity. All Ni and Fe 2p spectra exhibit no
significant deviations in shape and position among each other in dependence of the detection angle.
Thus, the cationic valencies (as determined above) do not change with depth, which points to a
uniform distribution of the determined cationic oxidation states in vertical direction.
Further, a depth-dependent determination of the Ni amount x is performed by calculating the
relative photoelectron yield

YNi =
I2p

Ni

I2p
Ni + I2p

Fe

=
A2p

Ni/σ
2p
Ni

A2p
Ni/σ

2p
Ni +A2p

Fe/σ
2p
Fe

(6.3)
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from the numerically integrated areas A2p
Ni,Fe after subtracting a Shirley background from the AR-

HAXPES Ni and Fe 2p spectra and using the differential photoelectric cross sections σ2p
Ni,Fe from

Trzhaskovskaya et al. under consideration of non-dipole parameters of the photoelectron angu-
lar distribution [74, 75]. With this, the Ni amount x = 3 ·YNi for each sample is determined in
dependence of the detection angle φ. The results are depicted in Fig. 6.7(c) along with the cal-
culated values obtained from surface sensitive XPS (dotted lines). The Ni amount as determined
by AR-HAXPES analysis shows no significant variations in dependence of the photoemission angle
φ, indicating uniform vertical distributions of Ni and Fe cations within the films independent of
the Ni content. Further, within the experimental errors the Ni amount x as determined by AR-
HAXPES is similar to the values obtained by surface sensitive XPS for all films. Hence, all films
can be considered as exhibiting homogeneous cationic distributions in vertical direction without
indicating the existence of layers with separated phases within the films or at the interface/surface.

6.3.5 SQUID

Magnetic characterization of the prepared NixFe3-xO4 films with varying x was performed by apply-
ing SQUID magnetometry. Therefore, M vs H measurements with a maximum applied magnetic
field of 7 T oriented parallel to the sample surface in [100] direction (according to the magnetic
easy axis of Fe3O4 and NiFe2O4) of substrate and film (in-plane geometry) were conducted at
300 K sample temperature. To determine the magnetic response solely of the NixFe3-xO4 film, a
linear background stemming from the diamagnetic response of the MgO substrate was subtracted
from the data. The resulting M vs H curves are depicted in Fig. 6.8.
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Fig. 6.8: M vs H measurements for
NixFe3−xO4 thin films with varying Ni
content x measured by SQUID magne-
tometry. The saturation magnetization
MS is decreasing for increasing Ni content
(see inset). The MS values for stoichio-
metric Fe3O4 and NiFe2O4 (NFO) are de-
picted for comparison (dashed horizontal
lines). If Ni2+ cations ideally substitute
Fe2+ for x≤ 1 on octahedral sites and fur-
ther Ni2+ cations in the overstoichiomet-
ric regime x> 1 solely occupy octahedral
sites, a linear decrease is expected with
a vanishing saturation magnetization for
x = 3. Both linear decreases are indicated
by the grey dashed line in the inset.

All magnetization curves exhibit hysteretic behavior, which is characteristic for ferro-/ferrimagnetic
material, with magnetic saturation reached at an applied magnetic field above ∼5 T. However, the
coercive fields HC (where the magnetization vanishes) is very small with values between 5 and
20 mT without showing any trend in dependence of the Ni content x. In contrast, the saturation
magnetization MS of the ferrite films exhibits a continuous decrease with increasing x (cf. inset of
Fig. 6.8). For the Fe3O4 film (x = 0) the saturation magnetization almost matches the bulk mag-
netization of stoichiometric Fe3O4 of 4µB/f.u. (if only spin magnetic moments are considered and
the comparably small orbital magnetic moments are neglected due to orbital quenching). However,
already for x≥ 0.87 the saturation magnetization drops below the expected value of 2µB/f.u. for
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edges. (c) Respective XAS and (d) XMCD spectra at the Ni L2,3 edges. Not all recorded spectra are
depicted due to reasons of clarity.

stoichiometric bulk NiFe2O4. A further increase of x also results in a further decrease of MS down
to a value of 0.5µB/f.u. for the film with x = 2.07. If ideal substitution of Fe2+ by Ni2+ cations
on octahedral sites is considered within the understoichiometric regime (x≤ 1) a linear decrease
from 4µB/f.u. for x = 0 to 2µB/f.u. for x = 1 would be expected (grey dashed line in the inset of
Fig. 6.8). If further incorporation of Ni2+ cations in the overstoichiometric regime (x> 1) solely
takes place on octahedral sites, which would give rise to the formation of NiO-type agglomerations,
a further linear decrease with a vanishing saturation magnetization for x = 3 should be expected
(grey dashed line in the inset of Fig. 6.8). Though, the determined values within both regimes
remain below this theoretical predictions. This discrepancy could be mainly explained by the pres-
ence of antiphase boundaries or by different Ni2+ occupancies than in the ideal case as described
above.

6.3.6 XMCD

Complementary to the conducted HAXPES and SQUID investigations, XMCD measurements were
performed additionally to probe the cationic valence states as well as their occupancies and to ob-
tain information about the orbital and spin magnetic moments of the Ni and Fe cations within the
ferrite films. The recorded XMCD spectra at the Fe L2,3 and Ni L2,3 absorption edges for varying
Ni content x are depicted in Figs. 6.9(b) and (d), respectively, in addition to the corresponding
XAS spectra in Figs. 6.9(a) and (c).
Due to the decreasing relative Fe content within the films the overall intensity of the total Fe L2,3

XAS signal also decreases with increasing x. In addition to this decrease, some further variations
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in the shape of the spectra are observed. First, the pre-edge feature (I) [cf. Fig. 6.9(a)] at the
low energy side of the Fe L3 edge, which is still present for x< 1, decreases and vanishes for x> 1.
Second, with increasing Ni content x a more distinct feature (II) becomes distinguishable from the
main Fe L3 absorption line (III). As feature (I) can be attributed to the presence of octahedrally
coordinated Fe2+

oct, its decrease in intensity can be assigned to the decreasing and vanishing Fe2+
oct

content, which is in excellent agreement with the HAXPES results (cf. Sec. 6.3.4). In addition,
the fact that feature (II) is clearly visible for x> 1 and not smeared out with the main Fe L3 line
also indicates the loss of Fe2+

oct, as the Fe2+
oct absorption spectrum would add significant intensity

between lines (II) and (III) and result in a broader smeared out main Fe L3 absorption line as it is
observed for x< 1 [192]. A similar behavior can be observed at the Fe L2 absorption edge, where
features (IV) and (V) are decreasing compared to feature (VI) with increasing x, also verifying the
decreasing Fe2+:Fe3+ ratio.
In addition, the respective XMCD spectra of the Fe L2,3 absorption edges in Fig. 6.9(b) also rea-
sonably decrease in intensity with decreasing Fe content. For the film with a Ni content of x = 1.80,
the dichroic signal completely vanishes. The distinct features (i) at 708.4 eV, (ii) at 709.5 eV,
and (iii) at 710.3 eV can be mainly attributed to Fe2+

oct, Fe3+
tet , and Fe3+

oct cations, respectively [193].
Here, the ferromagnetic coupling between Fe2+

oct and Fe3+
oct results in negative dichroic signals (i) and

(iii), while the antiferromagnetic coupling of these cations to Fe3+
tet causes a positive feature (ii),

mainly resulting from absorption of tetrahedral Fe3+
tet . The absolute magnitudes of features (ii) and

(iii) are approximately similar as compared within the single measurements, indicating a constant
Fe3+

tet :Fe3+
oct ratio with similar tetra- and octahedral site occupancies of Fe3+ cations independent of

the Ni content. For x = 0.33, signal (i) exhibits a higher magnitude than feature (iii), whereas for
higher Ni content the intensity of (i) decreases below the intensity of (iii). As the spectrum of Fe2+

oct

mainly contributes to the minimum (i), this observation can be once more assigned to the decrease
of the Fe2+

oct amount with increasing x.
In contrast to the intensity decrease of the Fe L2,3 absorption spectra, the overall intensity of the Ni
L2,3 XAS spectra increases with increasing x. However, the shapes of the spectra remain constant
independent of the Ni content x and closely resemble reported NiO and NiFe2O4 x-ray absorption
spectra [21, 187, 194–196]. This indicates a major presence of only Ni2+

oct cations within the films
without any significant variation in the valence state or site occupancy with varying x. Moreover,
the shape of the Ni L2,3 XMCD spectra up to x = 1.35 are also in accordance with XMCD spectra
reported for NiFe2O4 [21, 195, 196], confirming the presence of mainly Ni2+

oct cations. The dichroic
signal rises up to x = 0.75 and decreases again for higher Ni content. More remarkably, the sign of
the Ni L3 dichroic signal changes from negative to positive for the film with x = 1.80, while the sign
of the Ni L2 edge remains positive. This indicates a decreasing contribution of the spin magnetic
moment and a major orbital contribution to the total magnetic moment [197] of Ni2+ cations for
x≥ 1.80. Further, this observation could be correlated to a change of the major site occupancy.
However, quantitative analysis by means of charge transfer multiplet calculations should be applied
to shed light on this assumption.
Both Fe and Ni L2,3 XMCD spectra were analyzed by applying the sum rules [87–89]. Here, the
number of 3d holes and the correction factors of the respective cations derived by Teramura et
al. [185] were adjusted according to the determined cationic stoichiometry. The resulting orbital
and spin magnetic moments mFe,Ni

orb and mFe,Ni
spin in units of µB/f.u. as well as the total magnetization

M tot
XMCD = mFe

orb +mFe
spin +mNi

orb +mNi
spin are depicted in Fig. 6.10. In addition, the magnetizations

MSQUID determined by SQUID magnetometry at the magnetic field of 0.4 T as applied for the
XMCD measurements are given for comparison. As the descending and ascending branches of the
corresponding hysteresis loops already coincide at 0.4 T (cf. Fig. 6.8), the magnetization value
M(0.4 T) should be independent of whether the film was magnetically saturated before measure-
ment (in the respective direction) or not.

94



0 0.5 1 1.5 2

Ni amount x

0

1

2

3

4

M
(0

.4
T

)
(

B
/f

.u
.) M

SQUID

m
orb

Fe

m
spin

Fe

m
orb

Ni

m
spin

Ni

M
XMCD

tot

0

0.5

1

m
o

rb
N

i
/(

m
o

rb
N

i
+

m
sp

in
N

i
)

-0.2

0

0.2

m
o

rb
F

e
/(

m
o

rb
F

e
+

m
sp

in
F

e
)

0 0.5 1 1.5 2

Ni amount x

(a) (b)

(c)

Fig. 6.10: (a) Orbital and spin magnetic moments mFe,Ni
orb and mFe,Ni

spin of Fe and Ni cations with varying

x as determined by sum rule analysis of XMCD data. The total magnetization is given by M tot
XMCD =

mFe
orb +mFe

spin +mNi
orb +mNi

spin. The magnetizations MSQUID determined by SQUID magnetometry at the
magnetic field of 0.4 T as applied for the XMCD measurements are given for comparison. (b) Relative
orbital magnetic moment of Ni and (c) relative orbital magnetic moment of Fe with varying x.

As seen in Fig. 6.10, the magnetizations of the different films (for x<1.80) are mainly determined
by the spin magnetic moments, as the orbital magnetic contributions are very small with values
of mFe

orb ≤ 0.11µB/f.u. and mNi
orb ≤ 0.09µB/f.u. for Fe and Ni, respectively. The spin magnetic

moment of Fe exhibits its maximum mFe
spin = 3.28µB/f.u. as expected for the Fe3O4 film and consec-

utively decreases with increasing Ni content. In contrast, the spin magnetic moment of Ni increases
up to x = 0.75 with a maximum value of mNi

spin = 0.54µB/f.u. followed by a subsequent decrease.
Consequently, the resulting total magnetizations M tot

XMCD, as determined by sum rule analysis of
the XMCD data, steadily decrease and agree well with the overall magnetizations MSQUID(0.4 T)
determined by SQUID magnetometry for understoichiometric films with x< 1. Though, for over-
stoichiometric films with x> 1, the magnetizations obtained by the sum rule analysis deviate to
smaller values compared to the magnetizations obtained from SQUID measurements. However, it
has to be noted that the sum rule analysis only provides magnetization values with uncertainties
of up to 30% for the involved transition metal cations [90], which could be one explanation for the
observed deviation. Further, as XMCD spectra measured in TEY mode only provide information
of the near-surface region, while SQUID magnetometry probes the magnetization of the complete
film, the observed deviation could be due to smaller magnetic moments at the surface compared
to those moments present in the bulk of the film. Nevertheless, the general decreasing behavior of
the magnetization with increasing Ni content x is reproduced by both analysis methods.
Moreover, the relative orbital magnetic contributions mNi,Fe

orb /(mNi,Fe
orb + mNi,Fe

spin ) of both cationic
species Ni and Fe with varying x are depicted in Figs. 6.10(b) and (c), respectively. It is found that
the magnitude of the relative orbital magnetic moments increases with increasing x for both Ni and
Fe cations. For Ni, this increase is most significant for x = 1.80, where the spin magnetic moment
vanishes but still a finite orbital magnetic moment is obtained [see Fig. 6.10(b)]. This result is a
consequence of the inverted intensity of the Ni L3 XMCD signal [cf. Fig. 6.9(d)]. However, note
that the total Ni magnetic moment is still very low. In contrast, the orbital magnetic moments of
Fe slightly increase in magnitude but more remarkably change sign for x≥ 0.87 [see Fig. 6.10(c)].
For x≤ 0.75, the Fe orbital magnetic moments are still aligned parallel to the spin magnetic mo-
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ments (positive sign). For higher Ni content the orbital moments switch sign and can therefore be
regarded as aligned antiparallel to the spin magnetic moments. This inversion of orbital magnetic
moments is not understood so far and is in need of further studies. However, one should note that
the total Fe magnetic moments within the regime with reversed orbital alignment are still very low
and almost vanishing for x = 1.80.

6.4 Discussion

The in-situ LEED measurements of NixFe3-xO4 thin films with varying Ni content x reveal a
structural change at the surface as expected for conversion from Fe3O4 to NiFe2O4 for understo-
ichiometric (concerning the Ni content: x< 1) ferrite films: the (

√
2 ×
√

2)R45◦ superstructure
characteristic for Fe3O4 surfaces is vanishing for x≥ 0.69, while the square (1 × 1)S surface struc-
ture corresponding to the spinel type ferrite surface unit cell remains unchanged even for higher
Ni content. This behavior comes along with a decreasing vertical layer distance as determined by
HR-XRD analysis, which is also expected considering the decrease of bulk layer distances from
Fe3O4 to NiFe2O4. These observations made in LEED and XRD therefore indicate a subsequent
conversion from Fe3O4 to NFO when increasing the Ni content x. Further, within this conversion
for x< 1, HAXPES measurements reveal a decrease of the relative Fe2+ content accompanied by
an increase of the relative Fe3+ amount within the Fe cations. However, the Ni2+ valency remains
unchanged, which indicates that the increase of the Ni content can be associated with the expected
exchange of Fe2+ by Ni2+ cations.
In contrast, for overstoichiometric NFO films (x> 1) the intensity of the single spinel type (1× 1)S

surface structure decreases in LEED and vanishes at the surface for x≥ 1.80. Only a square (1×1)RS

structure corresponding to a surface unit cell that is four times smaller in real space than the ferrite
unit cell remains visible, which points to the formation of a rock salt like structure as it is expected
for the presence of merely NiO. This formation is in accordance with the subsequent increase of
the vertical layer distance when increasing x in the overstoichiometric regime as determined by
HR-XRD, which is also according to the slight increase when comparing the bulk layer distances of
NiFe2O4 and NiO. In addition, due to the larger (relaxed) NiO layer distance compared to the one
of NiFe2O4, NiO exhibits a smaller lattice mismatch to the MgO substrate. This should also result
in smaller vertical compressive strain, which could further explain the increased layer distances
for increasing x in the overstoichiometric regime. Moreover, a significant decrease of the interface
distance for x> 1.20 as determined by HR-XRD analysis also points to the formation of a different
phase at the interface. However, the ferrite film surface is still extremely smooth and its rough-
ness is only slightly increased for the overstoichiometric films compared to the understoichiometric
regime.
As revealed by HAXPES, the overstoichiometric films exhibit nearly constant Fe3+ content, which
is clearly enhanced in comparison to x< 1 and which comes along with almost vanishing Fe2+

amounts. Only for x = 2.07 this behavior is again slightly reversed, i.e., a small increase (decrease)
is noticed in the Fe2+ (Fe3+) content accompanied by a slight decrease of the Fe 2p main line bind-
ing energy positions. However, this implied behavior is in need of further investigations with more
data for x> 2. In addition, the rising high binding energy shoulder as well as the altered satellite
structure and the shift to lower binding energies of the Ni 2p3/2 photoemission spectrum for x> 1
can be ascribed to the increased formation of NiO agglomerations within the ferrite films with
increasing x. This observation therefore is completely in accordance with the assumed partial and
increasing structural conversion from the ferrite spinel to a rock salt like structure with increasing
NiO content.
Nevertheless, XRR and AR-HAXPES give no indications of layers of additional/separated phases
neither in the conversion from Fe3O4 to NiFe2O4 for x< 1 nor from NiFe2O4 to an NiO-like phase
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for x> 1. In fact, both measurement techniques point to single homogeneous films with homoge-
neous cation and valence state distributions in vertical direction. Thus, in particular the rising
NiO agglomerations in the overstoichiometric regime are assumed to be statistically distributed
within the ferrite film without forming distinctly separated layers. The latter has been reported
by Kuschel et al., where NiFe2O4 films have been prepared by interdiffusion of Fe3O4/NiO bilayers
on SrTiO3(001) induced by post-deposition annealing (PDA) [36]. The final film stack of the PDA
treatment exhibits a segregated NiO layer on top of the NiFe2O4 film, when the initial Ni:Fe ratio
exceeds the stoichiometric ratio of 1:2. Note that the same behavior is noticed for similar PDA
treatement of Fe3O4/CoO bilayers, where a thin CoO layer segregates to the top of the formed
CoFe2O4 film, as presented in Chap. 8. As a consequence, the co-evaporation method as performed
in this study suppresses the NiO segregation to the surface due to the significantly lower sample
temperature of 250◦C during film growth compared to at least 600◦C for the alternate PDA prepa-
ration method.
The assumption of single crystalline films with homogeneous cationic distributions throughout the
whole range in x is confirmed by the observation of only single diffraction peaks in HR-XRD mea-
surements. Two strictly separated phases with different lattice constants in the relaxed case would
also result in different (vertical) layer distances in the observed strained case and therefore in the
observation of separated diffraction peaks. Thus, the assumed NiO agglomerations in the over-
stoichiometric regime are completely homogeneously distributed within the films without clearly
separating between NiO and ferrite like NFO phases giving rise to a single diffraction peak and a
mean overall vertical lattice constant.
The obtained lattice constants are all compressively strained in vertical direction, which can be
explained by an at least partial adaption of the film to the substrate lattice resulting in lateral
expansion and vertical compression. Consequently, the expected vertical layer distance can be
estimated by Eq. (2.8), which is based on elastic theory for continuum and implies homogeneous
tetragonal in-plane distortion. Following Eq. (2.8) and taking the poisson ratios for the stoichio-
metric cases of Fe3O4 (νFe3O4 = 0.356 [198]), NiFe2O4 (νNFO = 0.338 [198]), and NiO (νNiO = 0.297
[198]) into account, compressed vertical layer distances of dFe3O4

vert = 209.1 pm, dNFO
vert = 206.3 pm, and

dNiO
vert = 207.3 pm are obtained for the three respective stoichiometric oxides, assuming complete

adaption of the lateral lattice constants to the lattice constant of the MgO substrate. These esti-
mated values [according to the lower limits of the filled regions in Fig. 6.4(b)] match very well with
the evolution of the measured strained vertical layer distances, which in turn confirms complete
adaption of the film to the substrate lattice without any hint of strain relaxation. As a consequence
thereof, all prepared ferrite films are assumed to exhibit less defects like misfit dislocations, which
would release the applied strain. This assumption is confirmed by the complete vertical crystallinity
and high crystalline quality of the ferrite films with very smooth interfaces/surfaces independent
of the Ni content as determined by HR-XRD analysis.
Further, the assumed absence of strain releasing defects can be followed by estimating the theoret-
ical critical thickness Dc above which misfit dislocations are incorporated into the film to release
strain by using the model of Matthews and Blakeslee as formulated in Eq. (2.10) [41]. Here, for
Fe3O4 and NiFe2O4 the burgers vectors bFe3O4 = a0/4 〈110〉 = 296.8 pm and bNFO = 294.8 pm (a0:
bulk lattice constants) is considered, allowing for dislocation dissociation to achieve the smallest
Dc possible [199]. For NiO the burgers vector is given by bNiO = a0/2 〈110〉 = 295.3 pm. Taking
the respective poisson ratios into account (see above), critical thicknesses of 103.9 nm, 27.4 nm, and
34.8 nm are obtained for Fe3O4, NiFe2O4, and NiO, respectively. All values are significantly larger
than the prepared film thicknesses within this study (up to 18.6 nm) and are therefore consistent
with the observed strain. Moreover, this observation completely agrees with the results obtained
for the off-stoichiometric NFO films in Chap. 5.
Apart from the structural and electronic characterization, magnetic M vs H measurements reveal a
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decrease of saturation magnetizations MS as it is expected for increasing x. For x = 0, the measured
saturation magnetization matches the expected value of 4µB/f.u. with only a slight deviation to
a lower value. The subsequent decrease of MS for increasing x is stronger than expected, since
already for x≥ 0.87 the saturation magnetization drops below the value of 2µB/f.u. as expected
for stoichiometric bulk NiFe2O4 (x = 1). However, this deviation could be ascribed to the pres-
ence of antiphase boundaries (APBs) in the ferrite films, which are typically formed during film
growth of the ferrite with a double-sized lattice constant compared to the one of the MgO substrate
(cf. Sec. 3.2.7): islands or layers during film growth with nucleation centers that are non-integer
multiples of the ferrite lattice constant apart from each other are out-of-phase upon merging and
form APBs. Strong antiferromagnetic coupling across the APBs as it is known for, e.g., Fe3O4 on
MgO(001) [133], could consequently result in a lower saturation magnetization as it is observed here
for all prepared ferrite films. Further, the observed discrepancy to lower MS values than expected
for the ideal case of solely octahedral occupancy of Ni2+ could also be due to different lattice site
occupancies of the incorporated Ni2+ cations. Further, NiO agglomerations within the films would
also lower the total film magnetization due to the antiferromagnetic coupling in NiO and could
therefore give rise to an increased discrepancy between ideal expectation and measurement.
Sum rule analysis of XMCD spectra reveal an expected main contribution of the spin magnetic mo-
ments and almost negligible orbital contributions of Fe and Ni cations to the overall magnetization
for x≤ 1, as it is expected due to orbital quenching. However, for higher Ni content, as the total
magnetization decreases, the relative orbital contribution increases, most crucially for Ni cations
for x = 1.80, whereas the respective spin magnetic contributions almost vanish. The magnitude
of the orbital magnetic contribution of Fe cations only slightly increases with increasing x, but
more remarkably, it changes sign for x≥ 0.87, which indicates a change from parallel to antiparallel
alignment of orbital and spin magnetic moments. Contrary to the expected sole contribution of
Ni2+

oct cations to the overall magnetization for stoichiometric NiFe2O4, also comparably large spin
magnetic moments of Fe and Ni cations are observed within the overstoichiometric regime x≥ 1.
This behavior could be the result of different site occupancies than assumed in the simplest case
of equally distributed Fe3+ cations among octa- and tetrahedral sites and Ni2+ cations occupying
solely octahedral sites. The dominating orbital magnetic contribution of the Ni cations in the case
of x = 1.80 (although very low in magnitude) could also be due to such different cationic site oc-
cupancies. However, analysis of XAS and XMCD spectra by charge transfer multiplet calculations
could be performed to shed light on this assumption.

6.5 Summary

Within this study, a structural, chemical, and magnetic characterization of NixFe3-xO4 thin films
with varying Ni content x and comparable thicknesses between 14 and 18.6 nm prepared by RMBE
on MgO(001) was conducted. As determined by synchrotron-based high resolution XRD mea-
surements, all films are compressively strained in vertical direction due to an expected lateral
tensile strain, resulting from an adaption of the film to the substrate lattice. As a consequence, the
prepared films are assumed to exhibit very low defect densities as the results and theoretical predic-
tions show no evidence of released strain by defects like, e.g., misfit dislocations. Complete vertical
crystallinity with extremely low interface and surface roughnesses independent of the cationic sto-
ichiometry confirm this assumption.
Further, for understoichiometric Ni contents x< 1 a successive conversion from Fe3O4 to stoichio-
metric NiFe2O4 with increasing x is observed. Within this regime, Fe2+ cations are most likely
replaced by Ni2+ cations, according to the decreasing Fe2+:Fe3+ ratio with constant Ni2+ valency
as observed in HAXPES, XAS, and XMCD. Instead, for the overstoichiometric regime x> 1 solely
Fe3+ and Ni2+ cations are present within the films as it is also expected for stoichiometric NFO,
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whereas for further increasing x additional rock salt type NiO agglomerations are formed due to
the high Ni content. However, these agglomerations are homogeneously distributed within the films
and not strictly separated from the ferrite-like NFO phase, as deduced from complementary angle
resolved HAXPES, XRR, and HR-XRD measurements. SQUID magnetometry measurements re-
veal decreasing saturation magnetizations as expected for the conversion from Fe3O4 to NiFe2O4

up to NiO. This behavior is confirmed by sum rule analysis of XMCD data. However, the slightly
stronger decrease than expected for the conversion from Fe3O4 to NiFe2O4 within the understo-
ichimetric regime can be related to the presence of antiphase boundaries and different cationic
occupancies than expected for a perfect inverse spinel structure.
Apart from the presence of APBs, which is intrinsic for growth of spinel type ferrites on substrates
like MgO(001) with a half-sized lattice constant, all films exhibit high crystalline quality with low
defect densities and sharp interfaces and surfaces, which is crucial for the implementation in spin
filter applications. Hence, from the results in the presented study, high applicability in spintronics
not only for stoichiometric NiFe2O4, but also for NFO films with off-stoichiometric cationic ratios
is expected. For these cases, one should expect slightly inferior magnetic properties. However,
electric investigations of these off-stoichiometric ferrite films should be conducted additionally to
check this assumption.
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Enhanced magnetization of ultrathin NiFe2O4 films on
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Abstract

NiFe2O4 thin films with varying thickness were grown on SrTiO3(001) by reactive molec-
ular beam epitaxy. Soft and hard x-ray photoelectron spectroscopy measurements reveal
a homogeneous cation distribution throughout the whole film with stoichiometric Ni:Fe
ratios of 1:2 independent of the film thickness. Low energy electron diffraction and high
resolution (grazing incidence) x-ray diffraction in addition to x-ray reflectivity experi-
ments were conducted to obtain information of the film surface and bulk structure, re-
spectively. For ultrathin films up to 7.3 nm, lateral tensile and vertical compressive strain
is observed, contradicting an adaption at the interface of NiFe2O4 film and substrate lat-
tice. The applied strain is accompanied by an increased lateral defect density, which is
decaying for relaxed thicker films and attributed to the growth of lateral grains. Deter-
mination of cationic site occupancies in the inverse spinel structure by analysis of site
sensitive diffraction peaks reveals low tetrahedral occupancies for thin, strained NiFe2O4

films, resulting in the partial presence of deficient rock salt like structures. These struc-
tures are assumed to be responsible for the enhanced magnetization of up to ∼250% of
the NiFe2O4 bulk magnetization as observed by superconducting quantum interference
device magnetometry for ultrathin films below 7.3 nm thickness.
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Abstract

In this work an alternate pathway is demonstrated to form ultrathin cobalt ferrite
(CoxFe3-xO4) films by interdiffusion of Fe3O4/CoO bilayers. Bilayer samples with differ-
ent Fe3O4/CoO thickness ratios have been prepared by reactive molecular beam epitaxy
on Nb-doped SrTiO3(001) substrates to obtain cobalt ferrite films of varied stoichiome-
try. Subsequently, oxygen-assisted post deposition annealing experiments for consecutive
temperature steps between 300◦C and 600◦C have been conducted monitoring the inter-
diffusion process by means of high-resolution x-ray reflectivity, soft and angle-resolved
hard x-ray photoelectron, and x-ray absorption spectroscopy. Magnetic properties were
characterized using superconducting quantum interference device magnetometry. The
interdiffusion process starts from 300◦C annealing temperature and is completed for tem-
peratures above 500◦C. For completely interdiffused films with Co:Fe ratios larger than
0.84:2 a thin segregated CoO layer on top of the ferrite is formed. This CoO segregation
is attributed to surface and interface effects. In addition, multiplet calculations of x-ray
absorption spectra are performed to determine the occupancy of different sublattices.
These results are correlated with the magnetic properties of the ferrite films. A stoichio-
metric CoFe2O4 film with partial inversion has been formed exhibiting homogeneously
distributed Co2+ and mainly Fe3+ valence states if the initial Co:Fe content is 1.09:2.
Thus, for the formation of stoichiometric cobalt ferrite by the proposed postdeposition
annealing technique an initial Co excess has to be provided as the formation of a top
CoO layer is inevitable.

103





9 Summary and outlook

Within this thesis, (ultra)thin ferrite films, i.e., NiFe2O4 and CoFe2O4, grown on MgO(001) and
SrTiO3(001) substrates have been investigated in terms of their structural, electronic, and magnetic
properties. Overall, the presented results can be divided into four major steps of investigation.
In a first step, the structural properties of four off-stoichiometric NixFe3-xO4 films (0≤ x≤ 1.5)
with final thicknesses of (16.7± 1.9) nm deposited via RMBE on MgO(001) were investigated in
situ during film growth by means of synchrotron radiation-based XRD. With this, the structure of
the prepared ferrite films could be characterized in dependence of the film thickness. Independent
of the cationic stoichiometry, all films exhibit high crystalline quality with sharp interfaces/surfaces
and complete vertical crystallinity during the whole growth process. For ferrite films within the
ultrathin regime up to ∼8 nm, enhanced vertical compression compared to the expected strain in-
duced by the substrate is observed, which can be attributed to an increased presence of antiphase
boundaries. The density of these APBs is reduced with increasing film thickness, which results in
vertical compression and lateral expansion, as obtained from HESXRD measurements of the final
films, that is expected for an adaption of the film to the substrate lattice. This in turn reinforces
the high crystalline quality of the strained films, as less defects, which could release strain, are
assumed to be incorporated. Additional HAXPES measurements are in accordance with a gradual
substitution of Fe2+ by Ni2+ cations in the ferrite inverse spinel structure for increasing x and
additionally indicate the formation of NiO agglomerations within the films that exceed the stoi-
chiometric value of x = 1. However, due to the rather small data set with only four investigated
samples, the structural and electronic properties should be analyzed in more detail in a systematic
study of even more ferrite films with similar thicknesses but different cationic stoichiometries.
Thus, in a second step, the principal dependencies of the structural, electronic, and also the mag-
netic properties of off-stoichiometric NixFe3-xO4 thin films were further systematically investigated.
Therefore, 14 ferrite films with similar thicknesses between 14.0 and 18.6 nm and varying Ni content
x (0≤ x≤ 2.07) were grown on MgO(001) via RMBE. Here, all films exhibit smooth surfaces, sharp
interfaces between substrate and film, as well as a high crystalline quality with complete verti-
cal crystallinity within the whole film, as observed by LEED, XRR, and HR-XRD measurements.
However, these structural investigations indicate an expected successive transformation from the
ferrite inverse spinel structures Fe3O4 to NiFe2O4 for x< 1, but also point to the emergence of a
rock salt type structure for films clearly exceeding the stoichiometric Ni content of x = 1. HAXPES
measurements are, first, in accordance with the gradual substitution of Fe2+ by Ni2+ cations when
increasing x from Fe3O4 to NiFe2O4 in the understoichiometric regime (concerning the Ni content,
x< 1). Second, HAXPES also reveals the emergence of NiO agglomerations within the overstoi-
chiometric films (x> 1), which can be attributed to the major presence rock salt type structures,
as observed in the structural characterization. However, as seen in angle resolved (AR-)HAXPES,
which provides a depth-dependent chemical analysis of the thin ferrite films, these agglomerations
are homogeneously distributed within the films without forming separate layers (as confirmed by
the XRR measurements). In addition, the decreasing saturation magnetizations of the ferrite films
with increasing x, as determined by SQUID magnetometry, are in accordance with the decrease
expected for the transition from Fe3O4 over NiFe2O4 to NiO. Complementary XMCD data confirm
this behavior. As a consequence, also off-stoichiometric NFO thin films indicate high applicability
in spintronics due to high structural quality within the film and at the interfaces. However, one
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should pay attention to the strong variations in the magnetic properties dependent on the cationic
Ni:Fe ratio.
The origin of these variations could be clarified in future investigations by comparing charge trans-
fer multiplet calculations to the obtained XAS and XMCD data, as such analysis could shed light
on the different site occupancies of Ni and Fe cations, which determine the magnetic properties.
Moreover, the preparation conditions, i.e., the sample temperature and the oxygen partial pres-
sure during film deposition could be varied in future studies to investigate their dependence on
the physical properties. In particular, instead of evaporating the transition metals in molecular
oxygen, one could grow the ferrite films in assistance with oxygen plasma to enhance the reactivity
with the transition metal atoms and to reduce possible oxygen vacancies in the films. This could
in turn likely improve the magnetic properties of the thin off-stoichiometric ferrite films.
In a third step, the influence of larger strain in the ferrite film induced by the use of another
substrate is investigated. For this purpose, stoichiometric NiFe2O4 films of different thicknesses
between 3.7 and 55.5 nm were grown on SrTiO3(001) via RMBE. Soft XPS and HAXPES measure-
ments reveal a homogeneous cationic distribution in vertical direction without any hint of other
chemical phases and with merely Fe3+ and Ni2+ cations as expected for ideal NiFe2O4. As seen
by analysis of LEED, XRR, and high resolution (GI)XRD measurements, the lateral grain size at
the surface and in bulk is increasing for increasing film thickness. In contrast, in vertical direction
these grains are incoherently separated from each other, most likely due to the incorporation of
(strain releasing) defects, resulting in a smaller vertical crystallite size than the film thickness, most
apparent for NFO films thicker than 15 nm. For (ultra)thin films up to a thickness of 7.3 nm, an
unexpected type of strain, i.e., vertical compressive and lateral tensile strain, is observed, which
is in contradiction to a lateral adaption of the NFO film lattice to the substrate lattice. Though,
thicker films are completely relaxed. The unusual strain for thin films is accompanied by a remark-
ably lower tetrahedral site occupancy than expected for a perfect inverse spinel structure. The
comparably high relative octahedral site occupancy is ascribed to a major presence of deficient
rock salt type Ni0.25Fe0.5O structures with all cations on octahedral sites in addition to octahedral
cation vacancies compared to spinel type NFO. These deficient rock salt type structures and the
anomalous strain are assumed to be responsible for the enhanced saturation magnetizations of the
ultrathin films of up to ∼250% compared to the NFO bulk magnetization.
Future investigations by means of XMCD could shed light on the enhanced magnetization by prob-
ing element specific site occupancies of Ni and Fe cations via charge transfer multiplet analysis.
This could be particularly interesting for the ultrathin NFO films and could investigate a direct
correlation between enhanced magnetization and rock salt type structures in the ultrathin film
limit. In addition, this behavior could also be investigated in other types of ferrites (e.g., Fe3O4,
CoFe2O4) to clarify whether the magnetic enhancement is a systematic property for ultrathin fer-
rite films or whether it is only limited to a specific type of ferrite. Further, it would be interesting
to know if this magnetic enhancement is also apparent for ultrathin ferrite films deposited on more
lattice matched substrates as, e.g., MgO(001) or if it is particularly depending on/originating from
the larger induced strain as indicated by the results obtained here.
Apart from the growth and characterization of NFO films, the fourth step within this thesis de-
scribes an alternative pathway to prepare thin CoFe2O4 films on SrTiO3(001). Here, in contrast
to the co-evaporation method used for NFO film growth in the first three steps, CFO films were
prepared by first growing Fe3O4/CoO bilayers on SrTiO3 via RMBE and, second, inducing inter-
diffusion of this bilayer system due to thermal annealing, resulting in the formation of thin CFO
films. This post deposition annealing technique was applied for three samples with different initial
Fe3O4/CoO thickness ratios, whereas the annealing temperature was successively enhanced from
300◦C up to 600◦C. The interdiffusion process starts at 300◦C and is completed for temperatures
above 500◦C. However, as observed by analysis of XRR data and confirmed by XPS and AR-
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HAXPES measurements, an ultrathin (∼0.8 nm) CoO layer is formed on top of the final film stack
due to segregation through the ferrite film during interdiffusion, even if the provided Co amount
is not sufficient to form stoichiometric CoFe2O4. Thus, in order to form a stoichiometric CoFe2O4

film by the proposed PDA technique, more Co than theoretically needed has to be provided in the
initial bilayer stack, allowing a certain amount of CoO to form a segregated CoO layer on top. This
has been successfully achieved for one sample with a stoichiometric CoFe2O4 film underneath an
ultrathin CoO layer on top. However, analysis of XAS data reveals only partial inversion in the
spinel structure of the final CoFe2O4 film. This determination is further confirmed by SQUID mag-
netometry data. The determined degree of inversion is in accordance with conventional preparation
methods of CoFe2O4, stating the proposed PDA treatment of Fe3O4/CoO bilayers on SrTiO3(001)
as a promising pathway to prepare cobalt ferrite thin films.
However, this type of film preparation is still in need of further investigations to completely un-
derstand the mechanisms during interdiffusion. Therefore, more PDA experiments have to be per-
formed, e.g., with an inversed CoO/Fe3O4 stacking order of the initial bilayer system instead of the
Fe3O4/CoO bilayer system used here. Due to the observation of an ultrathin CoO film segregated
to the surface in the PDA experiments made here, it should be investigated if the inversed bilayer
stack would interdiffuse at all at similar annealing temperatures or if the interdiffusion behavior is
generally different in that case. Moreover, as the proposed PDA treatment is a promising pathway
for the preparation of thin ferrite films, this method should also be applied and investigated for
other types of ferrites (ZnFe2O4, MnFe2O4, etc.) or, e.g., cobaltites (NiCo2O4).
Overall, within this thesis, it was demonstrated that NFO and CFO thin films can be prepared
in high structural quality with sharp interfaces and surfaces, which is crucial for the applicabil-
ity in the fields of spintronics and spincaloritronics. However, parameters like film thickness and
cationic stoichiometry as well as the choice of the substrate and the preparation method should be
carefully considered as they may have significant impact on the performance of certain devices in
these fields. In fact, a variation of these parameters enables to tailor the physical characteristics of
such devices to match specific purposes for certain applications. Though, before implementation,
e.g., as a spin filter, electric properties by means of, i.e., (temperature-dependent) conductivity
measurements should be characterized in future studies to ensure the insulating character of the
prepared high-quality ferrite films and to prove their applicability in spintronic devices.
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[81] G. Schütz, W. Wagner, W. Wilhelm, P. Kienle, R. Zeller, R. Frahm and G. Materlik.
“Absorption of circularly polarized x rays in iron”. Phys. Rev. Lett., 58, 737–740, 1987.
doi:10.1103/PhysRevLett.58.737.
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[168] A. Greuling. Röntgenstrukturanalyse von Isolatorschichten. Masters’s thesis, Osnabrück
University, 2007.

[169] S. Hahne. Strukturanalyse von Praseodymoxidschichten mit Röntgenbeugung. Bachelor’s
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Arbeitsatmosphäre gedankt. Nicht zuletzt durch die vielen außeruniversitären Veranstaltungen
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